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Chapter 1. Introduction 

1. Plasma 

The term “plasma” is Greek and means “something molded”. “Plasma” is commonly 

associated with blood plasma but the term homonymously also means physical plasma. It was 

used first in 1879 describing “radiating matter” (1). In 1928, Langmuir investigated the flow 

of physical plasma which reminded him of blood plasma flowing through veins (2). In 

physics, plasma is described as the fourth state of matter (3). It is assumed that a majority of 

visible matter in the universe is in plasma-state. On earth, plasma appears in form of, e.g., 

lightening, aurora borealis, or fire. Plasmas are also generated artificially for technical 

applications for example in welding, neon lights, modern head light systems in cars, energy 

saving light bulbs, or modern televisions.  

Plasma is generated by energizing gas up to a critical point at which electrons dissociate from 

atoms. The resulting ionized gas contains charged particles, while the overall charge remains 

electrically neutral. Typical particles being generated include ions, electrons, or reactive 

oxygen and nitrogen species (ROS/RNS). Electric and magnetic fields, light (visible, infrared, 

UV), and neutral particles are also generated (4). In this work, a plasma jet was used that is 

operated at atmospheric pressure. The plasma is generated by applying a high-frequency 

alternating voltage to a gas. The electron flux displays a high velocity and is hot. These fast 

electrons then ionize molecules of a feed gas, e.g., argon. Argon molecules on the other hand 

are bigger than electrons and hence slower in the electric field, preventing their acceleration. 

Also, fast electrons inefficiently transfer their energy (heat) to ions which consequently 

remain cold. As the ion temperature of a gas determines its overall temperature, the plasma 

contains highly energized particles one the one hand without displaying the significant 

temperature increase that would usually come with them (non-equilibrium plasma) on the 

other. Additional cooling of plasma can be achieved using high feed gas fluxes, e.g., of argon. 

The feed gas flux also drives the plasma and its charged (argon) particles to the outside to 

create the plasma-effluent. Once outside, charged particles further react with molecules of 
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ambient air to create non-radical (hydrogen peroxide, ozone) or radical species (hydroxyl 

radical, nitrogen monoxide) (4,5). Details about various types of plasma generation can be 

found elsewhere (6,7). In the past years, cold plasma applications have gained interest in the 

biomedical field.  

2. Plasma medicine 

The first “biological” application of plasma was carried out by the German company Siemens. 

Using plasma, ozone was generated to decontaminate water of waterworks (8). Detailed 

investigations of the mechanisms, however, raised the interest of scientists only three decades 

ago when principles of microbial decontamination with plasma were investigated (9,10). The 

antimicrobial efficiency of cold plasmas started to increasingly become appreciated in the 

late-1990s and the term “plasma medicine” was subsequently coined (11). Until today, 

plasma-mediated decontamination is the largest field of research and application within this 

young discipline. 

2.1. Plasma decontamination 

Cold plasma inactivates various non-pathogenic and pathogenic biological entities. Planktonic 

or biofilm-building bacteria such as Streptococcus mutans (12), Staphylococcus aureus (also 

MRSA) (13), Pseudomonas aeruginosa (14), or Escherichia coli (15) can be destroyed. 

Similar effects were observed in eukaryotic parasites (16), yeast (17), viruses or nucleic acids 

(18,19) as well as infectious proteins (20). Development of bacterial resistance was not 

observed so far (21). Owing to its low temperatures, plasma decontamination has also been 

successfully applied to food (22), heat sensitive clinical consumables (23,24), or room air 

(25). In life science, plasma is frequently used to render tissue culture plastics more adhesive 

to adherent cells. Plasma sources are adjusted to each application; for example, large area 

plasma beams are used for food decontamination. Yet, the antimicrobial mechanisms of 

plasma are not completely understood. It is known that phagocytes generate reactive species 

to kill bacteria entrapped in their phagolysosome. Plasma also generates various reactive 
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species and, in in vitro experimentations, deposits them in liquids where the species exhibit 

antibacterial effects (26). In non-buffered solutions, the pH decreases significantly following 

plasma treatment which helps to kill bacteria (27). Ozone and UV-radiation generated by 

plasma also exhibit antimicrobial properties (28-30). It is likely that a combination of those 

stressors exert the desired plasma effects on microorganisms (31). Further, it was observed 

that gram-positive bacteria are more prone towards plasma decontamination than 

gram-negative bacteria (32,33). The antimicrobial action of plasma is not restricted to agar 

cultures or bacterial suspensions but is also effective on live or dead skin (34,35). It appears 

plausible that in chronic wounds, decreasing the bacterial burden with plasma treatment may 

foster wound healing, provided that there is a dose window between the antimicrobial activity 

and tissue damage caused by cold plasma. Accordingly, the effects of plasma on eukaryotic 

cells, such as epithelia, were increasingly investigated in the last years.  

2.2. The application of cold plasma to eukaryotic cells and tissues 

Different types of eukaryotic cells have been studied after plasma treatment so far. Two 

clinical applications are in focus in plasma medicine: enhancing the would-healing response 

in dermatology, and killing of tumors in oncology. Prolonged plasma treatment can induce 

apoptosis in many cell types including keratinocytes (36), fibroblasts (37), and different tumor 

cell lines (38-40). In plasma-treated endothelial cells, toxic but also stimulating effects were 

observed (41). In fibroblasts, enhanced proliferation after plasma treatment was shown to be 

due to an elevated release of fibroblast-growth-factors (42). Generally, (apoptotic) signaling 

events involving ERK, JNK, p53, and/or p38 MAP-kinase where found in plasma-treated 

cells (43-45).  

In vivo and ex vivo animal studies showed no histological skin damage following plasma 

treatment, while at the same time wound healing was improved (46-51). Experimentations 

were conducted in pigs, rats, mice, dogs, and cats. The treated wounds were either of 

experimental origin or naturally occurring chronic injuries in pets failing standard wound 

therapy. A study of burn wounds in mice showed that plasma treatment enhanced 

angiogenesis (52). Full-thickness cutaneous wound healing was found to be accelerated after 
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exposure to plasma as well (53). Using other mouse models, U87 gliomas and cutaneous 

melanoma were also successfully treated (54,55). To assure safety of plasma applications, the 

amount of energy introduced by plasma into the skin was determined, and no UV or 

heat-induced damage was found (56-58). Further, no DNA-damage was present in cells of 

ex vivo treated human skin (59). An in vivo study showed that for decontamination of intact 

skin, plasma was similarly effective compared to an antiseptic agent (60). In another study, 

plasma was superior to antiseptics in decontaminating bacteria in hair follicles due to the 

plasma’s increased penetration depth (61). In humans, small-scale clinical studies using cold 

plasmas have been carried out in the past years. Two studies demonstrated reduction of 

bacteria in chronic wounds of 24 and 36 patients, respectively. Neither pain nor skin irritation 

were observed (62,63). Regarding non-healing wounds, plasma significantly improved 

healing in 40 patients with skin transplantation (64). Plasma was ineffective in the treatment 

of pruritus, however (65). Exposure to plasma increases the skin absorption of low molecular 

compounds, which could be useful to enhance availability of pharmacological agents (66). 

Other emerging fields of applications are odontology and implantology. Plasma improved 

cellular adhesion on implants while simultaneously mediating antimicrobial effects (67-69). 

Dental implants frequently become infected and the resulting chronic inflammation disturbs 

integration of implants into tissue. Plasma has been shown to effectively reduce biofilms 

present on implants, providing a promising tool for the reduction of peri-implantitis. 

Regardless of specific applications, it is of crucial importance to ensure that plasma treatment 

is safe. In vitro studies, conducted under OECD guidelines for mutagenicity, showed no 

cancerous potential of two plasma sources which are officially accredited for biomedical 

applications (70,71). In a clinical study (five individuals), laser-induced wounds were 

plasma-treated with the kinpen and no precancerous skin features occurred up to 12 months 

after treatment (72).  

2.3. The atmospheric pressure argon plasma jet kinpen 

The kinpen is a commercially available atmospheric pressure argon plasma jet. Its concentric, 

light-weighted, and pen-like design was developed for biomedical applications and allows 
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precise and arbitrary 3D movements (73). The hand-held unit is operated using a power 

supply and a gas supply unit. In this work, the kinpen 09 was used. It is certified and complies 

with EU standards (certificate nr. 609.003.1). Its successor, the kinpen med, is the first plasma 

source accredited as a medical product. The kinpen 09 and kinpen med are similar in 

construction. In their metal housing, a central, rod-like electrode (radius 5 mm) is mounted 

and shielded by a dielectric ceramic capillary connected to a grounded ring electrode. The 

inner and outer diameter is 15 mm and 25 mm, respectively. The plasma is generated by 

applying a sinusoidal voltage (2-6 kVpp) with a frequency of 1.0-1.1 MHz to the central 

electrode. Depending on the parameters used, the plasma effluent displays a length of 7 mm 

to 15 mm, with 1 mm in diameter. Argon is used as feed gas, but small amounts of other 

molecular gases can be admixed. The plasma itself is discontinuous, exhibiting temperatures 

of 37-62 °C. High spatial and temporal optical resolution of the plasma revealed that it 

propagates in a bullet-like manner (74). If applied as recommended, temperature or 

UV-radiation are not harmful to humans (75,73). Recently, a gas curtain was introduced, 

shielding the plasma from ambient air (76). This allows for detailed control of the 

environmental conditions surrounding the plasma, which strongly influence its chemistry 

(77,78).  
 

 

Fig. 1*: Schematic of the kinpen.  
Feed gas (noble gas) is driven through the capillary. Applying a radiofrequency voltage, the plasma is ignited at 

the electrode. The gas flux propagates the generated plasma to the outside where it becomes visible as the 

effluent. 

*reproduced from (73) with permission from Wiley Materials 
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The physical and chemical aspects of the plasma generated by the kinpen have been 

investigated previously. The jet generates reactive species of many kinds. It is estimated that 

hundreds of different reactions take place in the plasma gas phase (79). Physical methods, 

e.g., optical emission spectroscopy or Fourier-transformed infrared (FTIR) absorption 

spectroscopy, help to quantitate emission lines which can be attributed to specific reactive 

molecules (74). The kinpen does not produce significant amounts of nitric monoxide (NO
.
) 

but admixture of synthetic air into the effluent increases NO
.
 production (80). The jet also 

generates significant amounts of ozone. Furthermore, high concentrations of 
.
HO are released 

which is thought to form hydrogen peroxide (81) in non-oxygenated areas in the plasma gas 

phase (82). Upon contact, the reactive species of the plasma gas phase react with liquids and 

cells. The underlying chemistry is highly complex and far from understood. Most species 

display a short half-life and are highly reactive, which makes their detection challenging (83).  

 

 

Tab. 1: Properties of the kinpen 09. Parameters were summarized according to (73).  

parameter value 
 

length 

 

170 mm 

diameter 20 mm 

weight 170 g 

input power 30 W 

output power 0.5-1.0 W 

gas flux multiple standard liters per minute 

feed gas noble gases, <1 % admixture of molecular gases possible  

effluent length 10-15 mm 

effluent temperature 

(at distance from the nozzle) 

0 mm: 49-60 °C 

5 mm: 48-61 °C 

10 mm: 41-51 °C 

15 mm: 37-40 °C 

radial temperature 25-28 °C at ± 2 mm from the effluent axis 

ozone concentration 0.1 ppm 

nitrogen dioxide concentration not detected 

UV-radiation UV-A and UV-B, no /few UV-C (84,85)  
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Numerous studies investigated effects of plasma generated by the kinpen on prokaryotic or 

eukaryotic cells. Antimicrobial effects are well documented (86) including the 

Bacillus subtilis redox proteome and -transcriptome after plasma exposure (87). Using the 

kinpen, biofilms were edged from implant surfaces, increasing cyto-adhesive properties for 

eukaryotic cells at same time (67,69). Cytotoxic properties of the plasma were investigated in 

HaCaT keratinocytes: single- but not double strand DNA-breaks, and a cell cycle arrest in G2 

phase were observed (88,89). Transcriptomic analysis showed numerous, redox-based 

changes including the appearance of wound healing-relevant oxidoreductase transcripts (90). 

At the protein level, proteomic profiles were defined (91). Irritating or inflammatory effects of 

this plasma were investigated using the Hen's Egg Test Chorio-Allantoic-Membrane (HET-

CAM) assay and found to be acceptable for medical treatment (92,93). Using this assay, 

tumors grown on the CAM were eliminated following exposure to plasma (94). Studies 

investigating effects of kinpen-generated plasma in humans have been described in the 

previous section (95,60,96,61,72,97). Many of these studies were carried out to elucidate 

beneficial effects of plasma in wound healing. They were mainly focused on investigations of 

skin cells. At the starting point of this thesis in 2011, cells of the immune system have 

received very little attention so far in plasma medicine. This only includes a study of 

enhanced plasma-assisted intracellular killing of leishmania in human macrophages (79), and 

dubious results about lymphocytes exposed to a dielectric barrier discharge (98). Yet and in 

wound healing, immune cells are central in the orchestration of molecular events important 

for the successful resealing of the tissue.  

3. The immune system 

“Immunity” is derived from immunitas which is Latin and refers to the protection from legal 

prosecution. In biology, immunity means protection from disease. Components that are part 

of this protection are referred to as immune system. In the field of immunology, immune 

responses take place at the molecular, cellular, and organismic levels (99).  

Multicellular organisms have a (more or less complex) immune system to defend the 

organism against invading pathogens. The human immune system consists of a humoral and a 
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cellular part which can be subdivided into an innate and adaptive portion. Close interaction is 

required to elicit optimal and fast responses. The innate immune system recognizes 

evolutionary conserved structures on microorganisms which are often essential for their 

physiology. These structures are called microbe-associated molecular patterns (MAMPs) and 

they are detected by pattern recognition receptors (PRR) on cells. The latter are highly 

expressed on neutrophils, macrophages, dendritic cells, and mast cells. However, innate 

immunity is sometimes not sufficient to fight invading microorganisms. The adaptive immune 

system is able to generate a multitude of T cell receptors and antibodies, adding selectivity 

and speed to the eradication of the invading microorganisms. T and B lymphocytes constitute 

the cellular part of the adaptive immune responses, whereas B lymphocyte-derived 

plasma-cells secrete powerful proteins of the humoral adaptive immune responses: antibodies. 

Adaptive immune responses are not immediate but, once established, immune memory can be 

maintained throughout the whole life if re-infection occurs on a frequent basis. The immune 

system is present in each tissue and compartment of the body. Its cells originate from the bone 

marrow and often mature in the periphery. They travel through the body with the blood or 

lymphatic fluid to quickly reach any site of infection. In immunological research, blood is the 

primary source of human immune cells for investigation. (100,101) 

 

Fig. 2*: Hematopoiesis of human blood cells.  
All blood cells descend from common multi-potent stem cells residing in the bone marrow. These differentiate 

into either common myeloid or lymphoid progenitor cells, which give rise to the many other cell types. 

*reproduced from “hematopoiesis simple” by Mikael Häggström 
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Human blood cells descend from one of two different common progenitor cells. The myeloid 

progenitor-derived cells belong to the innate immune systems and also give rise to 

erythrocytes. The lymphoid progenitor-derived cells are evolutionary younger and, with the 

exception of NK cells, belong to the adaptive immune system. Two major populations can be 

obtained by centrifugation techniques of peripheral blood: peripheral blood mononuclear cells 

(PBMCs) and polymorpho-nuclear cells (PMNs). 

3.1. Mononuclear cells (PBMCs) 

Peripheral blood mononuclear cells (PBMCs) are a fraction of the white blood cells. PBMCs 

contain many different cell types and subsets including monocytes and lymphocytes (102). 

The main populations are introduced here. Immune cell subtypes can be distinguished by their 

expression profiles of distinct cell surface markers, so-called cluster determinants (CD). 

(100,101) 

Monocytes 

Monocytes constitute about 20 % of PBMCs and belong to the innate immune system. They 

are generated within hematopoietic tissues from a common myeloid progenitor. After 

differentiation and maturation they enter the blood stream. Monocytes are precursors of 

macrophages and dendritic cells in the tissues. They have a large non-segmented nucleus and 

leave the blood to differentiate into macrophages. These cells are omnipresent throughout the 

body and are thus the first to encounter invading pathogens. They can detect and engulf 

microorganisms in a PRR-dependent manner. The pathogen is ingested and trapped in the 

phagosome. Upon macrophage activation, a hostile environment and a low pH are generated 

in the phagosome, effectively killing microorganisms. Moreover, macrophages are 

professional antigen-presenting cells (APCs), decorating major histocompatibility class II 

(MHC II) receptors with peptides from digested bacteria. If presented to the T Helper (TH) 

cell with T-cell receptor (TCR) specific for those peptides, an adaptive immune response can 

be mounted against an antigen. Antigens are foreign (or in case of autoimmune diseases 
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bodily molecules) that can result in generation of antigen-specific antibodies.  

Macrophages communicate bacterial invasion (or detection of their products, e.g., LPS) to 

other immune cells via immune hormones, so called cytokines. Dependent on the specific 

type, these proteins prime, activate, and/or attract specific immune cells to migrate to the site 

of infection. Macrophages also release pro or anti-coagulative factors, and tissue-digesting 

enzymes (103). They are thought to be the key regulatory cells in wound healing, and chronic 

wounds have been attributed to macrophage malfunctioning (104). Human blood monocytes 

highly express CD14, enabling their identification by flow cytometry (105). Upon tissue 

injury, they are second only to neutrophils to be recruited from the blood stream (106). 

T lymphocytes 

T lymphocytes are part of the adaptive immune system and characterized by presence of their 

TCR. T lymphocyte progenitor cells descend from lymphoid progenitors in the bone marrow 

and mature in the thymus. The majority of TCRs on T cells consist of αβ-chains, a minority of 

γδ-chains. γδ T cells constitute a distinct T cell subset (they do not display CD4, CD8, or 

CD28) which is enriched in mucosal surfaces and the skin (107). γδ T cells scan surface 

molecules of other cells, including keratinocytes, for the presentation of phospholipids on 

CD1, and secrete cytokines upon antigen recognition. In healthy tissues, their shape resembles 

dendritic cells but they quickly round up after wounding. αβ T cells (from here on simply 

called “T cells”) can be classified by expression of CD8 (cytotoxic T cells, CTLs) or CD4 

(T helper cells, TH). CD8
+
 T cells bind MHC I, which is displayed on all nucleated cells of the 

body. Peptide fragments of non-endosomal proteins are constantly loaded onto MHC I 

molecules and thus reflect the intracellular protein content. If a cell is infected by a virus or is 

otherwise stressed or cancerous, CD8
+
 cells specific for that pathogenic or pathological 

peptide sequences can lyse the targets. In contrast, CD4
+
 T cells scan MHC II on APCs. There 

are many TH subsets including TH0, TH1, TH2, TH9, TH17, TH22, and Treg, and detailed 

information about their specific functions can be found elsewhere (108).  

Activation of T cells via the TCR triggers signaling pathways involving the phosphorylation 

of NFκB and ERK1/2. The activation state of the peripheral blood T cells can further be 

distinguished via expression of different surface molecules. Naïve T cells, which have not yet 
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encountered their specific antigen, are positive for CD62L. Its ligand CD34 is expressed on 

specialized endothelial cells lining the high endothelial venules in secondary lymphatic 

organs, such as lymph nodes or the spleen. This enables the naïve T cells to enter these organs 

where they “scan” MHC molecules on professional APC for the peptide specific to their TCR. 

Naïve T cells are characterized by their expression of CD45RA but not CD45R0 (109). In 

contrast, effector/memory T cells express CD45R0 but not CD45RA. T cell activation can be 

achieved experimentally in an antigen-dependent or independent manner. It can be triggered 

either by using anti-CD3 and anti-CD28 monoclonal antibodies or by pulsing cells with a 

mitogen such as phytohemagglutinin (PHA), a potent protein kinase C activator (110). Upon 

stimulation, cell proliferation takes places which can be followed by flow cytometry (111). 

B lymphocytes 

About 10 % of PBMCs are B lymphocytes. Similar to T cells, they derive from lymphoid 

progenitor cells. They mature in the bone marrow to become mature naïve B cells, which 

enter the circulation. Once in the blood, they also home into secondary lymphoid tissues. 

B cells display B-cell receptors (BCR) on their cell surface. If a cognate antigen is recognized 

by the BCR, the receptor is internalized and antigen-derived peptides are presented on 

MHC II. T cell recognition of this peptide results in co-stimulation the B cell via ligation of 

CD40 on B cells and cytokine secretion of T cells (112). This interaction is the major 

component of the adaptive immune response, ultimately resulting in B cell proliferation and 

differentiation, and the production of antigen-specific antibodies by the resulting plasma cells. 

Antibodies facilitate immune defense against infectious agents but, if misdirected, they can 

also induce immune reactions to bodily antigens thereby causing autoimmune diseases. The 

B cell - T cell interaction is therefore subject to sophisticated control mechanisms (100). 

Human B cells uniquely express the B cell co-receptor CD19 which allows for their 

discrimination by flow cytometry. 
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NK cells 

Natural killer (NK) cells constitute about 2-18 % of the PBMCs. They are recognized as a 

separate lymphocyte type (113) but belong to the innate immune system. NK cells are 

characterized by cytotoxicity and cytokine-mediated effector functions. They patrol the 

tissues and scan cells for “distress” or “alarm” molecules presented on the cell surface. Such 

stressed or malignant cells are killed. Human NK cells lack the TCR (CD3) but display the 

neural cell adhesion molecules (CD56) that allows for their discrimination by flow cytometry. 

3.2. Polymorpho-nuclear cell (PMNs) 

Polymorpho-nuclear cells were named after their lobed nucleus. PMNs consist of three 

populations (neutrophils, eosinophils, basophils) with neutrophils being the most prevalent 

(>95 % of PMNs and 40-75 % of leukocytes in peripheral blood). Eosinophils mediate 

effector responses towards multicellular parasites, while there is yet no clearly defined role of 

basophil biology. Neutrophils are the major phagocytic cell type and are the first to arrive 

from the blood at the site of injury. Neutrophil half-life in blood is thought to be 6-10 h (114). 

After phagocytosis of pathogens they become apoptotic and are cleared by macrophages. 

Recently, also a regulatory role in cell-cell communication was attributed to them. 

Neutrophils recruit macrophages via release of MIP-1α and MIP-1β, and are capable of 

secreting IL-1β, IL-8, TNFα, and IP-10 (115). If stimulated by IL-12, neutrophils activate 

macrophages via IFNγ production. Vice versa, macrophage-derived TNFα, IL-1β, and 

GM-CSF increase neutrophil survival (116). Neutrophils sensitively sense chemokine and 

cytokine gradients, and the mediator’s concentration already determines neutrophil functions. 

For example, at low IL-8 concentrations neutrophils shed L-selectin (CD62L), with increasing 

concentrations inducing their oxidative burst. At the highest concentrations, cells degranulate 

(117). 

Neutrophils have a plethora of biological weapons, all stored in granules of different types. 

Primary, peroxide-positive (azurophilic) granules are large (0.3 µm), and contain 

myeloperoxidase, defensins, lysozymes, and numerous serine proteases (neutrophil elastase, 
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proteinase 3, cathepsin G), all displaying antimicrobial action (118-120). Secondary granules 

(0.1 µm) primarily contain lactoferrin and lysozyme. Tertiary granules are storage for 

different metalloproteases (gelatinase, leucolysin) important in tissue remodeling. A fourth set 

of vesicles buds not from the Golgi apparatus, but instead from the membrane, and contains 

endocytosed and membrane bound proteins. The antimicrobial proteins of granules can be 

classified into cationic peptides (α-defensins, LL-37, BPI, histones), enzymes (lysozyme, 

proteinase 3, neutrophil elastase, cathepsin G, azurocidin), and metal chelators (lactoferrin, 

calprotectin) (121).  

Equally efficient to pathogen control by granules, neutrophils can quickly produce large 

quantities of reactive oxygen species (ROS) in a process called oxidative or respiratory burst. 

In principle, ROS modify or damage biological entities as they alter lipid and protein 

structures. ROS production is achieved by the superoxide-producing NADPH-oxidase (Nox2) 

on the phagosomal and plasma membrane, which quickly assembles upon neutrophil 

activation. Superoxide itself is not a strong oxidant, and many downstream reactions can 

occur (122). It rapidly dismutates to form hydrogen peroxide (H2O2), and can react with nitric 

oxide (NO
.
) to form the strong oxidant peroxynitrite. The second key enzyme in the 

neutrophil’s biology is myeloperoxidase (MPO) (123). In the presence of H2O2 and halides it 

forms hypohalous acids. However, the high reactivity of hypochlorous acid means that much 

of it reacts directly with granule proteins in the phagosome, rather than bacteria. It is therefore 

assumed that antimicrobial chloramines are formed with host proteins (124). The high 

relevance of neutrophil-formed ROS is seen in patients lacking components of the NADPH 

oxidase complex (chronic granulomatosis patients) who frequently suffer strong infections 

(125). It is now accepted that neutrophils also act as inducers of adaptive immunity. The first 

to arrive at the wound, they create the setting for the inflammatory response via de novo 

cytokine secretion (126). Neutrophils produce IL-12 with the potential to induce TH1 cell 

responses (127). In turn, TH1 cells secrete IFNγ that prolongs neutrophil life span and 

increases their phagocytic capacity (128). If cultured with IFNγ and GM-CSF, neutrophils 

display high numbers of MHC II, CD80, and CD86, which are molecules suitable for 

neutrophils to serve as professional antigen presenting cells (129). Indeed, CD8
+
 T cell 

differentiation following neutrophil antigen presentation has been observed in mice (130). 
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3.3. Neutrophils extracellular traps (NETs) 

In 2004, Brinkmann and colleagues have made a fascinating finding, showing that neutrophils 

use DNA as antibacterial agent (131) and calling these structures neutrophil extracellular traps 

(NETs). NET-release is thought to be a new form of cell death: NETosis, different from 

apoptosis and necrosis. NETosis is believed to be an active form of cell death and neutrophils 

die in the moment NETs are released. However, there are also reports on viable neutrophils 

releasing NETs using mitochondrial DNA (132). First, nuclear membranes disintegrate, 

followed by chromatin relaxation, mixing of cytoplasmic and nuclear components, and finally 

extrusion of DNA. The DNA is decorated with histones and antimicrobial cytoplasmic and 

granular proteins (133). Oxidases (Nox2, MPO) and ROS are essential for NET formation 

upon bacterial stimuli (134,135). MPO is thought to have an indirect role in chromatin 

condensation before NET-release as neutrophil elastase translocated to the nucleus early, 

while MPO did so later (136). However, recent evidence suggests that there is also an 

oxidase-independent trigger mechanism responsible for NET-production (137). In vivo 

relevance of NETs is implied by the finding that microorganisms positive for the DNA-

degrading enzyme deoxyribonuclease (DNAse) showed enhanced dissemination in the host 

(138).  

 

 

Fig. 3*: Neutrophil extracellular traps (NETs).  
Neutrophils form large extracellular structures made of DNA (left). These structures entangle bacteria (here, 

Staphylococcus aureus) leading to their death or mediating growth inhibition (right).  

*reproduced from (139) with permission from Nature Publishing Group 
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3.4. Neutrophils in pathological conditions 

Neutrophils are assumed to be short-lived cells. It is their fate to either get cleared in the 

circulation / bone marrow, or to die at the site of infection. Neutrophils carry large amounts of 

molecules that are toxic to microorganisms and host tissue alike. Many chronic diseases are 

characterized by either a sustained neutrophil influx or a hampered clearance of apoptotic 

neutrophils by macrophages. Reduced neutrophil apoptosis was observed in presence of 

inflammatory mediators such as GM-CSF and LPS, or in hypoxic conditions (140). Failure to 

control presence of neutrophils is implicated in cystic fibrosis, chronic obstructive pulmonary 

disease, rheumatoid arthritis, and chronic wounds, where sustained neutrophil infiltration 

promotes tissue damage. This is mainly mediated by a failure of dampening inflammation, 

which results in attraction of more neutrophils. In these pathological conditions, complex 

networks of cytokines, chemokines, and lipid mediators often act in concert. 

Neutrophil activity is also associated with autoimmune disease. In neutrophil-infiltrated 

tissues, both destruction and inflammation are present. This increases the likelihood of 

mounting an immune response against self-antigens. Anti-neutrophil cytoplasmic antibodies 

(ANCA), specific against MPO or PR3, are consistently associated with Wegener’s 

granulomatosis (121). ANCA or antibodies against chromatin are present in systemic lupus 

erythematosus (SLE), and a link between NETs, hampered DNA removal, and SLE has been 

suggested. NETs have also been shown to bind inside the vasculature, and by this serve as a 

potential scaffold stimulus to induce thrombosis (141). 

4. The wound 

In life, tissue injury is inevitable. Here, microorganisms invade compromised tissues and 

cause infection. For this, tissues display a high plasticity and the ability to seal a gap, while 

bacteria are being removed by immune cells: to heal. 
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4.1.  Healing phases 

The process of wound healing is characterized by four continuous, overlapping, and precisely 

programmed phases: hemostasis, inflammation, proliferation, and remodeling (142). 

Hemostasis is characterized by vascular constriction and platelet aggregation, degranulation, 

and fibrin formation (thrombus). In the inflammatory phase, neutrophils infiltrate the wound 

site, followed by monocytes and lymphocytes. During the proliferation phase, 

re-epithelialization occurs, while new blood vessels are formed (angiogenesis) and collagen is 

synthesized for new extracellular matrix formation. Finally, collagen and the vasculature are 

remodeled. Many different cell types are involved in the healing process. For wound closure, 

fibroblasts (and keratinocytes) are essential for extracellular matrix deposition, and tissue 

remodeling. Sequential immigration of neutrophils, macrophages, and lymphocytes helps to 

eradicate infectious agents, and to orchestrate the wound healing phases and cell immigration.  

 

 

Fig. 4*: Chronological resolution of the influx of different cell types after wounding.  
*reproduced from (143) with permission from Elsevier 
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Neutrophils are attracted by GM-CSF and IL-8 (144). Further, platelets release α-granules 

containing EGF, PDGF, and TGFβ. PDGF aids in attracting neutrophils, while TGFβ converts 

immigrating monocytes to macrophages. Macrophages initiate the formation of granulation 

tissue and release IL-1, IL-6, and growth factors that act in a paracrine and autocrine fashion 

(145). The phagocytes take up and kill large amounts bacteria. Neutrophils are thought to die 

after phagocytosis or killing. Macrophages reside at the wound site to pave the way for its 

resolution by phagocytosing dead cells, and by coordinating the healing response via release 

of cytokines and growth factors. Macrophages promote the proliferative phase, and stimulate 

fibroblast and keratinocyte growth, as well as VEGF-mediated angiogenesis (146). The role 

of lymphocytes in wound healing is not completely understood but some studies point to a 

beneficial role of TH cells, while excessive numbers of CD8
+
 T cells are detrimental 

(147,148). Skin-resident γδ T cells have positive effects in wound healing (149).  

 

 

Fig. 5*: Cutaneous wound healing.  
Depicted are relevant cell types and their soluble mediators engaged in wound healing.  

*reproduced with permission from (150), Copyright Massachusetts Medical Society 
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4.2. Non-healing wounds 

Non-healing wounds are a major health issue in the western world, causing an estimated 

$3 billion per year in the US (151,152). By definition, non-healing or chronic wounds “failed 

to progress through the normal stages of healing and therefore enter a state of pathologic 

inflammation” (153). It is possible that different parts of a wound may be stuck in different 

healing phases, having lost the ideal synchrony of events (154). Consequently, healing is 

delayed and incomplete, resulting in poor anatomical and functional outcome. Chronic wound 

etiology is heterogeneous but most ulcers are caused by ischemia, secondary to diabetes 

mellitus, venous stasis, and pressure. Additionally, wound healing can be compromised by 

infection with microorganisms (155). In healing wounds, inflammatory processes effectively 

eradicate microbial invasion whereas in deteriorated tissues (ischemia, hypoxia, devitalized 

tissue, and chronic inflammation) this process may be impeded. Consequently, inflammation, 

e.g., mediated by neutrophils, cannot be resolved. In normal healing, neutrophil presence is 

self-limited to 72-96 h after wounding (151); in non-healing wounds they are present 

throughout the healing process (156).The continuous presence of neutrophils leads to an 

imbalance in proteinase and cytokine concentrations. Proteinases degrade tissue, and this 

proteolytic environment disallows creation of sufficient extracellular matrix, thus inhibiting 

cell migration and collagen deposition. These conditions seem to be an indirect result of an 

amplified cytokine secretion. This includes TNFα, CCL2 (MCP-1), IL-1β, and IL-8. These 

factors are predominantly secreted by neutrophils, macrophages, and T cells (157-159). By 

contrast, anti-inflammatory cytokines are not elevated, further spurring the inflammatory bias. 

Nevertheless, TGFβ has failed clinical trials for treatment of chronic wounds (160), whereas 

VEGF has shown promising results in diabetic foot ulcers (161). Unfortunately, to date there 

is no generally accepted chronic wound animal model available (162), rendering animal 

experiments difficult to interpret. This applies, for example, to studies addressing the role of 

bacteria in improper wound healing. While presence of bacteria is a well-recognized factor in 

chronic wounds (163) their eradication is not necessarily associated with improved healing 

response (164). There are reports about pets with non-healing wounds that failed several 

(antimicrobial) wound therapies, but could ultimately be cured by plasma treatment (50). This 
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corroborates findings in initial clinical trials, where cold ionized gas displayed promising 

results (165,65,64,62,166,96).  

5. Molecular events in cell biology 

The objective of this work is to explore the reactions of immune cells to cold plasma at the 

cellular and molecular level. Therefore, the molecular mechanisms underlying the cellular 

behavior are briefly reviewed. 

5.1. Signal transduction 

Cells specifically respond to their environment. They integrate external stimuli via cell 

surface molecules (receptor proteins) that are often linked to membrane bound intracellular 

proteins. The latter transduce the signal to the nucleus where gene transcription is initiated or 

altered (outside-in signaling). Thus, signal transduction, or simply “signaling”, is required for 

adjusting cellular activity to environmental changes (167). External stimuli can be of 

physical-chemical (e.g., temperature, pH, oxidative stress) or biological nature (e.g., 

cytokines). The latter are usually too large and hydrophobic to penetrate membranes. 

Therefore, they are usually bound by receptors, allowing the cell to fine tune its biological 

functions including cell proliferation, a process important in wound healing.  

Cytokine signaling is of special importance in the immune response as it mediates directed 

responses to stimulus. Although many cytokines responses involve similar signal transduction 

pathways, the JAK/STAT pathway, the response is largely dependent on the cell’s history, 

explaining the pleiotropic and/or specific action of cytokines (168). Likewise, growth factors 

including PDGF, FGF, or EGF regulate cell proliferation, differentiation, survival, and 

metabolism. These molecules bind to receptor tyrosine kinases that have an intrinsic kinase as 

part of their cytosolic domain. Receptor activation results in downstream signaling of the 

MAP-kinase pathway. This leads to activation of transcription factors, ultimately facilitating 

the generation of new proteins (167). 
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5.2.  Respiration and proliferation 

Cells grow and divide; both processes that require energy. Cell division, or proliferation, is 

the asexual form of replication. Essentially, parent cells replicate their genomic DNA by a 

process called mitosis and eventually split into two daughter cells. Proliferation is highly 

regulated and provides for, e.g., tissue regeneration by fibroblasts and keratinocytes and 

adaptive immune responses. It can be initiated by binding of specific growth factors or other 

appropriate cell receptor signaling.  

The energy required for such cellular processes can be stored for a short term in form of 

molecular bonds (ATP), concentration gradients (protons in lysosomes), and electric potential 

(electrons in mitochondria). Cells can transfer energy from one type into another, e.g., fat 

cells use chemical energy stored in long chain fatty acids to generate heat in peroxisomes, 

thus protecting the body from cold. Adenosine triphosphate (ATP), the central molecule for 

capturing, storing, and transferring energy, is generated in a process called aerobic cellular 

respiration. Glucose oxidation generates NADH reduction equivalents and their measurement, 

e.g., via resazurin, provides valuable information about the cellular state. There are various 

reactive intermediates being generated during respiration, e.g., the superoxide anion (
.
O2

-
) 

radical comprising 1-2 % of all oxygen being metabolized (169). This species is unstable in 

solution, leading to the creation of H2O2 or 
.
HO which in turn results in toxic modifications of 

proteins, DNA, and unsaturated fatty acyl groups in membrane lipids. Thus, during 

homeostasis, excessive amounts of reactive species, referred to as cellular oxidative stress, 

must be prevented to limit damage to cells and tissues (167). 

5.3. Oxidative stress 

Oxidative stress is a disturbance in the pro-oxidant/antioxidant system in favor of the former 

(170). Reactive oxygen and/or nitrogen species (ROS/RNS) are key components in oxidative 

stress. ROS/RNS are regulators required for wound healing (171,172), signaling, and 

angiogenesis (173). However, excessive amounts can be deleterious, effectively 

overwhelming cellular antioxidant defense systems. Reactive species are produced as a 
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byproduct of cellular metabolism in the respiratory chain. The major sources of ROS 

responsible for oxidative stress are the mitochondria. To maintain molecular homeostasis, 

cells have evolved several antioxidative defense mechanisms to cope with this stress. As a 

general rule, the more ATP a cell requires, the more oxygen is metabolized, and the more 

reactive oxygen intermediates are accidently formed. The first “line of defense” against 

reactive species is superoxide dismutase, dismutating 
.
O2

-
 to H2O2. The latter is then 

converted to H2O by glutathione peroxidase that also detoxifies lipid hydroperoxide products. 

Peroxisomes and mitochondria of strongly metabolizing cell types, e.g., cardiac cells, have 

catalase in addition that helps breaking down H2O2. Hydrogen peroxide itself is not a radical 

but is central in oxidative stress (174). This molecule can react to highly reactive 
.
HO in 

presence of traces of metals such as iron or cupper (Fenton reaction). Other enzymes that are 

scavenging reactive species are proteins of the thioredoxin and peroxiredoxin family (175), 

and the GSH/GSSG redox couple (176). Additionally, antioxidants such as α-lipoic acid, 

vitamin E, or intracellular ascorbate help to protect mitochondria and cells from extensive 

oxidative stress (167).  

 

Fig. 6*: Origin and fate of biologically-relevant oxidants and reactive species.  
*reproduced from (177) with permission from Elsevier 
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Oxidative stress is implicated in many diseases such as rheumatoid arthritis, diabetes, cancer, 

or cardiovascular disease, and is thought to be mediated by activated phagocytes. Hydrogen 

peroxide and superoxide are both products of the neutrophil oxidative burst, and readily lead 

to oxidative stress and lipid peroxidation. The latter results in formation of malondialdehyde 

(MDA), and increased MDA levels were found in slow-healing wounds of rats. This links 

oxidative stress to wound healing (178).  

 In rats, physiological concentrations of oxidants such as H2O2 a few days after wounding 

were found to be 100-250 µM but are very likely to be species and wound size dependent 

(179). Interestingly, these concentrations were modulated during different healing phases 

which again suggest a physiological role of oxidants in wound healing. 

5.4. Cell death 

Cell death can result from aggravated assault or in a programed and “suicidal” fashion. The 

first type of death is called necrosis, the second apoptosis. Necrosis is primarily provoked by 

physical stimuli such as heat or tissue injury. In necrotic cell death, intracellular content can 

freely diffuse into the extracellular space. While some released molecules are toxic to 

neighboring cells, others (e.g., ATP) are sensed as “alarm” signals, so called alarmins or 

danger-associated molecular patterns (DAMPs). Tissue destruction by necrosis is followed by 

compromised barrier integrity which allows bacteria to enter. Alarmins serve as a warning 

signal and prepare the injured tissue to fight infection by inducing a strong inflammatory 

response. 

However, under physiological conditions, most cells die by apoptosis. Apoptosis is a 

sequence of molecular events leading to the controlled breakdown of the cell (180). It is a 

vital process in many biological processes, including ontogenesis and organ development, 

tumor control, and immune cell regulation. Apoptosis can be mediated by so called extrinsic 

or intrinsic pathways. The extrinsic pathway is triggered by death-signals such as TNFα, 

FAS-L, or TRAIL binding to so called death receptors such as TNFR1, Fas, or TRAIL-R1 

(Fig. 7). Upon ligand binding, adaptor molecules, e.g., TRADD or FADD are engaged to 

activate the regulator caspase 8. Sequential activation of cysteine-aspartic acid proteases 
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(caspases) plays a central role in apoptosis initiation. Activated caspase 8 activates the 

executioner caspase 3 that induces the mitochondrial release of apoptogenic factors (176).  

Apoptosis can also be induced by oxidative stress. High ROS concentrations interfere with 

NFκB activation which otherwise enhances production of anti-apoptotic proteins. Redox 

stress can be of intracellular or extracellular origin, and induces apoptosis via the intrinsic or 

mitochondrial pathway. As a result, the mitochondrial membrane potential is lost and 

mitochondrial pro-apoptotic proteins are released into the cytosol, triggering 

caspase-independent (AIF) or caspase-dependent (cytochrome C) initiation of apoptosis. AIF 

launches the nuclear DNA fragmentation and cytochrome C activates caspase 9; both 

processes are often present at the same time during ROS-mediated cell death. Besides 

necrosis and apoptosis, other types of cell death, e.g., NETosis (described above) or 

necroptosis exist, and further details about them can be found elsewhere (181,182).  

 

 

Fig. 7*: Intrinsic and extrinsic pathways of apoptosis.  
*reproduced from (176) with permission from Elsevier 
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Chapter 2. Materials 

1. Laboratory equipment and instruments 

argon plasma jet kinpen 09 neoplas, Germany 

autoclave DX-100 Systec, Germany 

AvaSpec-Dual USB2 Avantes, Netherlands 

clean bench Safe2020 Thermo Scientific, USA 

CO2-incubator 

Inkubator 160 

CB210 

 

Mytron, Germany  

Binder, Germany  

colony counter SC6Plus Stuart, UK 

Flow cytometer and cell sorter 

Avalon 

Attune 

FC500 

Gallios  

FACS Aria I, Aria II, Aria III 

Luminex 100/200  

LSR II 

MoFlo Astrios 

MoFlo XDP 

 

Propel labs, USA 

Life Technologies, USA 

Beckman-Coulter, USA 

Beckman-Coulter, USA 

Becton-Dickinson, USA 

Invitrogen, USA 

Becton-Dickinson, USA 

Beckman-Coulter, USA 

Beckman-Coulter, USA 

freezer (-80 °C) Thermo Scientific, USA 

gas mixing machine MKS Instruments, Germany 

hot plate 062 Labotect, Germany 

HPLC pump Dionex 3000 Thermo Scientific, USA 

micro scale Sartorius, Germany 

microscopy  

AxioCam MP 

microscope Axiovert 40 CFL 

microscope Observer Z.1 

microscope Leica DMI6000B  

microscope IX82 2 

 

Carl Zeiss, Germany 

 

 

Leica, Germany 

Olympus, Japan 
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multichannel pipette Eppendorf, Germany 

multipipette plus Eppendorf, Germany 

NanoDrop 2000c Thermo Scientific, USA 

pH-Meter SevenEasy Mettler-Toledo, Switzerland 

pipetboy Integra, Germany 

pipettes Eppendorf, Germany 

plate reader 

M200 pro, F200 pro 

FluoStar Optima 

VarioSkan Flash 

 

Tecan, Austria 

BMG Labtech, Germany 

Thermo Scientific, USA 

plate shaker Grant-Bio PHMP-4 Keison, UK 

precision router Step-Control Zero2 CNC-Technik, Germany 

rotator  

Bio RS-24 

SB3 

 

BioSan, Letvia 

Stuart, UK 

Sciex API 4000QTRAP Applied Biosystems, USA 

separation magnet Big Easy Sep StemCell Technologies, Canada 

spectrophotometer 

4500 

Specord 210 Plus 

 

Hitachi, Japan 

Analytik Jena, Germany 

Thermoblock TB2 Biometra, Germany 

Thermo-Cycler Biometra, Germany 

Thermomixer comfort Eppendorf, Germany 

Vacusip, Vacusafe Integra, Germany 

Vortex Genie 2 Scientific Industries, USA 

water bath Memmert, Germany 

water bath (ultrasonic) VWR, Germany 

water purification system Milli-Q VWR, Germany 

xyz-table Nanotec, Germany 

Centrifuges: 

5804R 

5810 and 5810R 

Concentrator Plus 

Mini-Spin 

Cytospin 4 

 

Eppendorf, Germany 

 

 

 

Thermo Scientific, USA 
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2. Consumables 

12 x 75 mm (FACS) tubes (PP, PS) Sarstedt, Germany 

beakers VWR, Germany 

butterfly needle Becton-Dickinson, USA 

cell strainer 

70 µM 

100 µM 

 

Miltenyi Biotec, Germany 

Becton-Dickinson, USA 

centrifuge tubes Sarstedt, Germany; TPP, Switzerland 

columbia blood agar plates Becton-Dickinson, USA 

cotton swap, sterile Eurotubo, Peru 

cover slips Roth, Germany 

cuvettes VWR, Germany 

Cytospin clips and funnels Thermo Scientific, USA 

dispenser tips, sterile Brand; Eppendorf; Germany 

Eppendorf tubes, sterile Roth; Eppendorf, Germany  

filters (0.2 and 0.45 µm)  VWR, Germany 

gases (99,99 % purity) 

Ar, N2, O2, synthetic air 

 

Air Liquide, France 

gloves Ansell, Australia; VWR, Germany 

laboratory glass bottles, sterile VWR, Germany 

leukosep tubes VWR, Germany 

microscope slide Roth, Germany 

multiwell plates (6-, 12-, 24- ,96-well; flat or  

      round bottom) , sterile 

Corning, USA; NUNC, Denmark; Sarstedt 

      Germany; TPP, Switzerland 

parafilm Pechiney Plastic Packaging, Chicago, USA 

pasteur pipettes, sterile Roth, Germany 

PCR tubes, sterile  Corning, USA 

petri dishes, sterile 60 mm; Sarstedt, Germany 

pipette tips, sterile Eppendorf, Germany 

reservoir Corning, USA 

serological pipettes, sterile Sarstedt, Germany 

syringes, sterile Terumo, Japan 

vacutainer Becton-Dickinson, USA 
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3. Chemicals and solutions 

 (4-(2-hydroxyethyl)-1- 

      piperazineethanesulfonic acid ) (HEPES) 

Sigma, USA 

3,3′,5,5′-Tetramethylbenzidine (TMB) Sigma, USA 

3
H-methyl-thymidine  Amersham, UK 

4-Aminobenzoic acid hydrazide (4-ABAH) Sigma, USA 

ammonium chloride Sigma, USA 

beads (flow cytometry) 

0.2, 1.0, 2.0, 6.0, 10.0 µm YG or YO 

Performance Tracking beads 

FlowCheck, FlowSet 

Rainbow 1 peak, 6 peak, 8 peak 

 

Polysciences, USA 

Life Technologies, USA 

Beckman-Coulter, USA 

Spherotech, USA 

bovine serum albumin (BSA) Sigma, USA 

brefeldin A (1000x) BioLegend, USA 

calcium chloride (CaCl2) Sigma, USA 

carboxyfluorescein succinimidyl ester  Molecular Probes, USA 

catalase Sigma, USA 

Cohn II fraction Sigma, USA 

cytochrome C Sigma, USA 

density gradient separation medium (Ficoll) PanBioTech, Germany 

dextran (technical grade) Serva, Germany 

dH2O, PCR grade Roche, Switzerland 

dimethylsulfoxide (DMSO) Sigma, USA 

Dulbecco’s PBS (1x and 10x) PanBioTech, Germany 

ethanol, absolute Roth, Germany 

ethylenediaminetetraacetic acid (EDTA) Sigma, USA 

fetal calf serum (FCS) Sigma, USA 

focusing fluid (Attune) Life Technologies, USA 

glutamine Biochrom, Germany 

glutathione Sigma, USA 

Hank’s buffered saline solution (HBSS) PanBioTech, Germany 

hydrogen peroxide (H2O2), 30 % Sigma, USA 

ionomycin Sigma, USA 

IsoFlow sheath fluid Beckman-Coulter, USA 

isopropanol Sigma, Germany 
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IsoTone (8x) Beckman-Coulter, USA 

JC-1 Enzo Life Science, USA 

lipopolysaccharide (LPS) Sigma, USA 

MACS running buffer Miltenyi, Germany 

methanol, absolute Sigma, USA 

monensin (1000 x) BioLegend, USA 

paraformaldehyde (PFA) Roth, Germany 

Penicillin/streptomycin Sigma, USA 

phorbol-12-myristat-13-acetat (PMA) Sigma, USA 

phytohemagglutinin (PHA) Remel, Großbritanien 

resazurin Life Technologies, USA 

Roswell-Park-Memorial-Institute (RPMI) 

1640 Medium 

PanBioTech, Germany 

shutdown solution (Attune) Life Technologies, USA 

sodium azide Sigma, USA 

sodium chloride (NaCl) Sigma, USA 

sodium hydroxide (NaOH) Sigma, USA 

Staphylococcus aureus superantigens (SAg) institute of immunology, Greifswald, Germany 

superoxide dismutase (SOD) Sigma, USA 

taurine  Sigma, USA 

thioltracker violet Molecular Probes, USA 

trypan blue Biochrom, Germany  

Tween20 Sigma, USA 

tyrosine Sigma, USA 

uric acid Sigma, USA 

4. Media and buffers 

Annexin V binding buffer 10 mM HEPES 

140 mM NaCl 

2.5 mM CaCl2 

FACS buffer PBS 

2 % FCS 

0.02 % sodium azide 

2 mM EDTA 



Materials 

29 
 

lysis buffer 10 mM potassium carbonate 

155 mM ammonium chloride 

0.1 mM EDTA 

R10F RPMI 1640 (without phenol red) 

10 % FCS 

200 mM glutamine  

0.1 mg L
-1 

penicillin / 100 U ml
-1

 streptomycin 

wash buffer (ELISA) PBS 

0.05 % Tween20 

5. Kits 

Amplex ultra red Molecular Probes, USA 

CD4 negative isolation Stem Cell Technologies, France 

cytokine human 10-plex panel (Luminex) Life Technologies, USA 

MeasureIt nitrite detection Molecular Probes, USA 

Phagoburst Glycotope, Germany 

PicoGreen dsDNA Assay Life Technologies, USA 

6. Software and online databases 

Attune v2.1 Life Technologies, USA 

AvaSoft 7.6 Avantes, Niederlande 

AxioVision Rel. 4.8.2 Carl Zeiss, Germany 

BioPlex Manager 5.0 BioRad, Hercules, , USA 

MXP / CXP Beckman-Coulter, USA 

Endnote 5.0.1 Thomson Reuters, USA 

FACSdiva 6.0, 8.0 BD, USA  

FlowJo 7.6.5 und Vx Treestar Inc, USA 

i-Control 1.10 Tecan, Österreich 

ImageJ Wayne Rasband, NIH, USA 

Kaluza 1.3 and Kaluza Acquisition 1.0 Beckman-Coulter, USA 

Leica TCS SP5 application suite 2.72 Leica, Germany 

Microsoft Office suite Microsoft, USA 

Scholar Google, USA 
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Prism 6.05 Graph Pad Software, USA 

SkanIt 2.5 Thermo Scientific, USA 

Fluorescence spectra analyzer (online) BioLegend (USA); Beckton-Dickinson (USA);  

Life Technologies (USA) 

Summit 6.2.3 Beckman-Coulter, GmbH 

ThermoIQ Thermo Fischer, USA 

UV Solutions 3.0 Hitachi, Japan 

WinAspect Plus Analytik Jena, Germany 

WinPC-NC Burkhard Lewetz, Germany 
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Chapter 3. Methods 

1. Plasma and liquid characterization 

1.1. Plasma treatment of liquids and cell suspension 

One ml of liquid or cell suspension was plasma-treated in a cavity of a 24 well plate. The 

height of the cavity was 16.5 mm with a diameter of 15 mm and an area of 1.9 cm
2
. Cells 

were concentrated at 10
6
 per ml if not stated otherwise. For treatment, a computer program 

was written that placed the ceramic nozzle of the jet exactly 5 mm above the center of each 

well using a computer-driven xyz table. During treatment, the plasma jet rested at this position 

and the treated liquid or suspension was mixed by the argon flux. When the programmed 

treatment time was finished, the jet was automatically hovered to the center of the next well. 

This procedure allowed a reproducible and sequential treatment of multiple samples.  

Cells were treated directly with plasma if not stated otherwise. For indirect treatment, 1000 µl 

of medium was exposed to plasma twice as long as indicated and 500 µl were then added to 

500 µl of cell suspension at 2 x 10
6
 cells per ml of medium. This resulted in a 1:2 dilution of 

both cell concentration and plasma-treated medium. 

The feed gas flux (argon) was set to 3 standard liters per minute (slm) if not stated otherwise. 

Gas flow rates were calibrated and adjusted precisely (± 0.1 %) using a gas flow controller. 

This device also allowed the controlled admixture of molecular gases or experimentally 

humidified argon gas to the main argon feed gas stream. The system (including plasma jet, 

flow controller, and relevant tubing) was always flushed with argon gas alone for at least 

30 min prior to treatment to eradicate residual humidity. For experimentally added humidity, 

argon gas was driven into H2O (bubbler) and the gas was re-unified with the dry argon flux. 

Portion of wet gas was adjustable using a flow controller. In one experimental setting, 

exogenous O2 or humidity were completely shielded from the plasma effluent using a gas 

curtain. Shielding gas flux in the gas shielding device was 2 slm of N2, and feed gas flux of 
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the plasma jet was 1 slm of argon with admixture of 10 sccm N2. Due to the feed gas flux, 

water evaporated from treated solutions. For treatment times exceeding 1 min, ddH2O was 

added after exposure. This accounted for lost volume and was meant to keep the solution at 

isoosmotic conditions. At or below 1 min of treatment time, less than 4 % of total volume 

evaporated. Here, no ddH2O was added to minimize additional errors by this procedure. 

Evaporation was independent of the plasma being ignited or off, as thermal contribution of 

plasma to water evaporation was negligible. 

In all experiments, argon gas controls were conducted. As argon is a noble (inert) gas, no 

effect on cells was observed in all experiments (except where indicated in neutrophil 

experiments). Therefore, showing argon controls in each graph was omitted. Before and after 

treatment, cells were incubated in an incubator at 37 °C, 5 % CO2, and near 100 % relative 

humidity. This condition allowed stabilizing the pH in carbonate-buffered solutions, e.g., 

medium. To control for effects of certain reactive species or oxidants, catalase (cat; 

5-20 µg/ml, equivalent to 10.6 - 22.4 units; scavenges hydrogen peroxide), superoxide 

dismutase (SOD; 20 µg/ml; scavenges superoxide), or uric acid (UA; 100 µM; scavenges 

reactive nitrogen species and especially peroxynitrite) were added before or after treatment as 

indicated. As it was shown in this work that plasma generated H2O2, the peroxide alone was 

also experimentally added in some assays. For this, 30 % H2O2 with stabilizers was diluted 

two times 1:100 in PBS, yielding a solution of 1 mM H2O2. Final dilution was done in 1 ml of 

liquid or cell suspension.  

1.2. Optical emission spectroscopy 

The gas and plasma system was flushed with argon gas for 1 h to eradicate residual humidity. 

The jet was then centered in front of a UV/VIS/NIR compact fiber optic spectrometer 

(Avaspec-2048-USB-2, Avantes). It uses an entrance slit width of 25 µm which results in a 

spectral resolution of 0.7 nm. The size of the spectrometric quartz glass lens covered the 

whole length of the effluent, and emission intensities from 195-975 nm were recorded using a 

computer. The integration time of light collection was 110 ms, and intensity was recorded in 

ADC counts using a 2048 pixel CCD detector and AvaSpec software. Peak intensities were 
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calculated as an average of ten consecutive measurements and normalized to the highest peak 

where indicated. Addition of molecular gases was done using a mass flow controller. The 

plasma effluent immediately changed in size and color and emission spectra were compared 

to control using argon gas plasma alone.  

1.3. Quantification of reactive species in liquids 

Quantification of hydrogen peroxide and nitrite 

Quantification of H2O2 or NO2
-
 was done according to manufacturer’s instructions using 

Amplex ultra red or MeasureIt nitrite detection, respectively. Using horseradish peroxidase to 

catalyze the reaction, Amplex red is a highly specific probe for hydrogen peroxide but not 

superoxide and it reacts with hypochlorous acid only at very high concentrations (> 1mM) 

(183). Samples were plasma-treated and added to wells (4 replicates per sample) of a black 96 

well plates containing the detection mix for H2O2 or NO2
-
. Fluorescence was recorded using a 

microplate reader (Tecan F200) with suitable excitation and emission filters (Amplex ultra 

red: 535 / 590 nm, MeasureIt nitrite detection: 360/465). Final concentrations were calculated 

using a H2O2 and NO2
-
 standard curve, respectively. H2O2 measurements were also carried 

out in supernatants of PBMCs. Here, cells were spun prior to supernatant collection and 

quantification of H2O2.  

Quantification of superoxide anion 

The superoxide anion (
.
O2

-
) can be specifically detected using cytochrome c (184). For 

quantification of 
.
O2

-
, cytochrome c (final concentration 120 µg/ml) and catalase (final 

concentration 20 µg/ml) were added to 1 ml of medium. Before treatment, absorbance of 

solution was blanked using a disposable cuvette in a spectrophotometer (HitachiSpec) at 

550 nm. Solution was then transferred to wells of a 24 well plate and subsequently 

plasma-treated before being transferred back into the original cuvette. Quantification was 

done by calculating the absolute increase of absorption after plasma treatment and by using 

the molar extinction coefficient of cytochrome c (ε = 21.1 x 10
3
 M-1cm

-1
). Assay specificity 
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was verified by addition of superoxide dismutase (SOD) before plasma treatment (20 µg/ml). 

Relative quantification of oxidized glutathione 

Glutathione (GSH) was added to 1 ml of fully supplemented medium (R10F) at a final 

concentration of 50 µM. After plasma treatment, 900 µl per sample were added to cuvettes 

containing 100 µl of PBS and 200 µM 5,5'-dithiobis-2-nitrobenzoic acid (DTNB or Ellman’s 

reagent) and measured spectrophotometrically at 412 nm due to reaction of GSH with DTNB. 

GSH, however, can become oxidized and forms GSSG. GSSG cannot react with DTNB to 

form a stable yellow product. The absorption of the liquid at 412 nm thus correlates with the 

availability of GSH. 

Quantification of 3-nitrotyrosine and 3-chlorotyrosine 

One ml of R10F or PBS was spiked with tyrosine (final concentration 1 mM) and 

plasma-treated for 60 s. Controls contained catalase (5 µg/ml), H2O2 (60 µM), or uric acid 

(100 µM). For indirect treatment, tyrosine was added to solution 30 s after plasma treatment. 

Quantification of 3-nitrotyrosine or 3-chlorotyrosine was done using a standard curve and 

High-Performance-Liquid-Chromography with consecutive mass spectrometric detection as 

described before (185). Detection limits were 1 nM for 3-nitrotyrosine and 0.8 nM for 

3-chlorotyrosine. LC/MS experiments were done by Dr. Rufus Turner, Centre for Free 

Radical Research, Department of Pathology, University of Otago, Christchurch, New 

Zealand. 

1.4. Characterization of cell culture supernatants 

Plasma-treated cells were incubated at 37 °C and supernatants were collected by 

centrifugation (1000 x g for 10 min) after indicated time points. Eppendorf tubes (low 

protein-binding type) were stored at -80 °C until analysis. Target proteins were detected using 

sandwich enzyme-linked-immunosorbent-assay (ELISA). ELISA plates were bought 

pre-coated with primary antibody. Alternatively, 96 well plates with a high affinity for 

proteins were manually coated with primary antibodies in the plate O/N at 4 °C. Sample was 
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added, and plate-attached antibodies bound the target protein, e.g., an interleukin (IL). A 

second antibody was added which binds to another epitope of the target protein. This antibody 

was conjugated with horseradish peroxidase (HRP) that oxidizes a chromogenic substrate 

(TMB) under catalysis of H2O2, forming a blue product. The reaction was stopped by addition 

of 2N sulfuric acid and yielded a yellow solution. Its absorbance at 450 nm (with 570 nm 

reference wavelength, measured using a Tecan M200 pro) correlates with target protein 

content in a near-linear fashion within pre-defined concentrations. Protein content can then be 

quantified using a standard curve. Using the same principles, semi-quantitative measurements 

were done using multi-analyte ELISA arrays that include only a negative and positive control 

for each of the twelve target proteins provided on each plate. These assays allowed finding an 

increase or decrease of the target protein concentration, and supernatants of three donors were 

pooled for these experiments. Additionally, ten cytokines were investigated using Luminex 

technology according to vendor’s instructions. DNA concentrations in supernatants were 

quantified using PiqoQuant (life technologies) reagent, calibrated with a standard curve of 

salmon-sperm DNA (life technologies), and measured using a plate reader (excitation 485, 

emission 535) according to instructions provided by the manufacturer. 

target(s) detection limit vendor 
   

GM-CSF 4 pg/ml BioLegend 

human chemokines multiple SA Bioscience 

human elastase 2 pg/ml eBioscience 

human inflammatory cytokines multiple SA Bioscience 

IL-1β 1 pg/ml BioLegend 

IL-33 4 pg/ml BioLegend 

IL-6 8 pg/ml BioLegend 

IL-8 8 pg/ml  BioLegend 

interferon gamma (IFNγ) 4 pg/ml BioLegend 

Lactate dehydrogenase B (LDHB) 8 ng/ml AbCam 

TH1 / TH2 / TH17 cytokine multiple SA Bioscience 

thymic stromal lymphopoietin (TSLP) 2 pg/ml BioLegend 

tumor-necrosis-faktor alpha (TNFα) 2 pg/ml BioLegend 

vascular endothelial growth factor (VEGF) 8 pg/ml eBioscience 
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2. Cell isolation and flow cytometry 

2.1. The principle of flow cytometry 

In flow cytometry, single particles or cells in suspension are investigated. Once inside the 

device, the liquid is focused in a way that the particles line up ideally one after the other in the 

sample stream. The sample stream then passes different lasers, which are mounted 

sequentially (usually about 125 µm apart) in modern cytometers. Particles passing a laser 

inevitable generate light scatter, which is historically used to characterize cell “size” (forward 

scatter) and “granularity” (side scatter), especially when measuring blood cells. Moreover, 

cells are often incubated with antibodies conjugated with fluorochromes and specific for an 

extracellular or intracellular epitopes of interest. Laser light-excited fluorochromes are 

brought into vibrational states, thereby losing energy before emitting light. Energy and 

wavelength are inversely correlated, and therefore the emitted light is predominantly of a 

higher wavelength (Stoke’s shift). Optical mirrors and filters allow for simultaneous detection 

of different wavelength bands specified by their coating, reflecting and transmitting light of 

interest. After light has passed the filters, emission intensities are recorded by photomultiplier 

tubes (PMTs) that amplify photon signals via quadratic electron dissipation. Analog-to-digital 

converters then allow signals to be displayed, analyzed, and compared by personal computers. 

Many different signals can be attributed to a single event, effectively allowing for 

multi-parametric characterization. As emission profiles are not always clearly separated 

between different fluorochromes, digital compensation aids in subtracting spill-over of light 

from one fluorochrome into any non-designated PMT. This was extensively used in 

multi-parametric panels using up to 10 colors simultaneously. A single event is only of poor 

statistical relevance and the advantage of flow cytometry is its ability to integrate hundreds of 

thousands of events into one single analysis. This allows separating populations by defining 

their boundaries of distribution using gates. These aspects make flow cytometry a powerful 

tool and the key method used in this work to characterize leukocytes following plasma 

treatment. (186) 
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2.2. Flow cytometry and cell sorting 

In this work, different flow cytometers were utilized. At the flow cytometry core facility 

(Harvard Stem Cell Institute, Boston, USA), a 4-laser 11 color LSRII (Becton-Dickinson) was 

used. At this institute, lymphocytes were also sorted using a FACS ARIA I or II (Becton 

Dickinson), a MoFlo XDP or Astrios (Beckman-Coulter), and an Avalon (Propel Labs). 

During a research project at the Centre for Free Radical Research (University of Otago, 

Christchurch, New Zealand) samples were acquired using a Beckman-Coulter flow cytometer 

(FC500) with two lasers and 7 colors. In Greifswald at the centre of innovation competence 

(ZIK) plasmatis, flow cytometric measurements were conducted using a Gallios (3-laser, 

10 colors). For sample acquisition out of 96 well plates, an Attune cytometer (2-laser, 6 color; 

life technologies) analyzed samples being acquired from an Attune auto sampler station. Cell 

sorting in Greifswald was done at ZIK HiKe using a FACS Aria III or at ZIK plasmatis using 

a 7-laser, 32 color MoFlo Astrios.  

Cytometer performance was calibrated using fluorescent beads (Spherotech 8 peak rainbow 

calibration particles 3.1 µm) before each experiment. Day-to-day variation never exceeded 

±5 %. Usually, 10.000-250.000 cells were acquired per sample. In regular flow cytometric 

experiments, LMD, FCS 2.0, or FCS 3.0 were analyzed with Kaluza software. Ninety-six well 

assay experiments were evaluated using Attune software. For large data analysis of cell 

sorting experiments (>1 Mio events), Summit software was used. CFSE proliferation 

modeling was analyzed using FlowJo software. 

Emission filter values are given as wavelength ± bandwidth in nm. The bandwidth value 

divided by two states the ±bandpass from the center wavelength (e.g., 525/40 = 505-545 nm). 

All filters and dichroic mirrors used exhibited high transition steepness to minimize spillover. 

For compensation, single stained cells or compensation beads (eBioscience), or FMO controls 

were used, and automatic compensation was calculated using Kaluza software with unstained 

cells in the auto fluorescence gate. When necessary, isotype controls were included do 

determine exact gating positions. 
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2.3. Isolation of PBMCs  

Upon blood donation at the blood bank (University Medicine of Greifswald, Germany), 

healthy blood donors gave written and informed consent about anonymous usage of blood for 

research purposes in the case that the donation is not suitable for clinical application. Human 

peripheral blood mononuclear cells (PBMCs) were isolated from buffy coats 

(erythrocyte-depleted blood bags). PBMCs can be obtained by centrifuging leukocytes over a 

sucrose gradient medium. Granulocytes contain many vesicles attributing a high density to 

these cells. Upon centrifugation, they (and remaining erythrocytes) pass through the density 

medium and the less-dense mononuclear cells stay on top of it (187). All steps were 

performed at room temperature. The cell suspension was diluted in PBS and layered over 

10-15 ml of leukocyte separation medium (ficoll) in 50 ml tubes or leukosep-tubes. The cells 

were centrifuged with break off. The interphase cell layer, containing PBMCs, was harvested 

into a new tube using a sterile Pasteur pipette. If necessary, residual erythrocytes were lysed 

using ammonium chloride lysis buffer. After two wash steps with PBS, the cells were 

resuspended in full medium (R10F). For cell counting, a hemocytometer (Bürker chamber) 

was covered with a cover slip, the cell suspension (diluted 1:10 in trypan blue) was added, 

and the cell concentration quantified using phase contrast microscopy (AxioVert). 

Alternatively, cells were diluted 1:10 in PBS containing DAPI (500 nM) and counted using a 

syringe-pump driven flow cytometer for absolute count determination. Cell counting was 

always done in duplicates. 

2.4. Isolation of PBMCs subpopulations 

All steps were performed at room temperature. For magnetic separation, PBMCs were 

adjusted to 1x10
8
 per ml in FACS buffer and incubated with an antibody-cocktail (Stem Cell 

Technologies). The latter either contained antibodies against the target cells (positive 

selection) or left the cells untouched by labeling all but the cells of interest (negative 

selection). Cells were then incubated with magnetic beads and subsequently magnetically 

separated (Big Easy, Stem Cell Technologies). Cells of interest were washed, resuspended in 
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R10F, and counted. For cell separation by cell sorting, PBMCs were adjusted to 10
8
 per ml in 

FACS buffer and incubated with monoclonal antibodies coupled to different conjugates. After 

staining, cells were washed and adjusted to 1-5x10
7
 per ml in FACS buffer. Using appropriate 

excitation and emission wavelengths, cells were sorted using a cell sorter.  

2.5. Isolation of PMNs 

Human neutrophils were isolated from venous blood of healthy controls, obtained with 

informed consent, and within the New Zealand Southern A Regional Ethics Committee 

approval for experiments at CFRR. All steps were performed at room temperature. Isolation 

of polymorpho-nuclear cells (PMNs) was done by adding dextran to blood and incubating the 

cells for 20-30 min. After this step, only few erythrocytes were present in the supernatant 

containing the leukocytes. Supernatant was taken off, carefully layered on top of Ficoll, and 

spun with the break off. Plasma, PBMCs, and ficoll were taken off. Residual PBMCs sticking 

to the tube walls were removed with sterile cotton swaps. Pellets were washed once in PBS 

before removing residual erythrocytes by hypotonic lysis. After washing, cells were 

resuspended in Hank’s containing divalent cations, and counted. 
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3. Characterization of plasma-treated PBMCs 

3.1. Cell viability 

Cell viability was assessed by various means. Firstly, it was estimated by measuring the total 

cellular respiration. Here, PBMCs (10
6
 per ml in R10F) were plasma-treated and subsequently 

aliquoted in 96 well plates (100 µl/well). Resazurin (final concentration 200 µM, Alfar Aesar, 

USA) was added, and plates were incubated for 48 h in an incubator. Resazurin can freely 

penetrate cell membranes. Metabolically active cells non-reversely reduce resazurin to its 

fluorescent product, resorufin. Fluorescence was detected using a plate reader and normalized 

to control fluorescence. Background fluorescence of wells containing medium with resazurin 

alone was subtracted from all samples. 

Viability was also measured by flow cytometry as percentages of cells that neither display 

signs of apoptosis (phosphatidylserine exposure, caspase activation) nor of permanent cell 

membrane damage (late apoptosis or necrosis). Although apoptotic cells are not terminally 

dead no increase in percentages of non-apoptotic cells was observed. Thus and if not stated 

otherwise, percentage of cells negative for Annexin V and DAPI of PBMCs was assessed 

24 hours after plasma treatment and incubation at 37 °C. Cells were harvested into FACS 

tubes, and stained with monoclonal antibodies directed against different cell surface markers 

to discriminate for subpopulations by flow cytometry. After washing with Annexin V binding 

buffer (AVBB), cells were stained in AVBB containing Annexin V conjugated to fluorescent 

probes. Annexin V binds to phosphatidylserine (PS), which is exposed on the outside of the 

cell membrane of early and late apoptotic cells (188). Cells were washed in AVBB and 

resuspended in AVBB containing a viability dye, which quickly enters cells with 

compromised membranes while diffusion into viable cells is very slow. Once inside the cell, 

dyes bind to nucleic acids and their fluorescence is enhanced (200-1000x), which is detectable 

by flow cytometry. In conjunction with Annexin V, dead cells can be discriminated for an 

early and late apoptotic phenotype. Proportion of early to late apoptotic cells is dependent on 

the incubation time after cytotoxic stimulus. Therefore, percentages of cells staining negative 

for Annexin V or DAPI (instead of percentages of early or late apoptotic cells) were shown. 
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Apoptotic cells also show DNA fragmentation which was measured by staining cells with 

Hoechst (10 µM) 24 h after plasma treatment. In experiments measuring caspase 3/7 activity, 

cells were plasma-treated, incubated for various time points, harvested into FACS tubes, and 

CellEvent-reagent was added. It contains a peptide sequence that is preferentially cut by the 

caspase enzymes 3 and 7 but only in their active state. Upon cleavage, a peptide is released 

that displays high affinity for nucleic acids and strongly fluoresces upon binding. If the 

peptide is still attached to its original sequence, DNA-binding is not possible due to steric 

inhibition. Caspase-positive cells were quantified by flow cytometry. For fixed and 

permeabilized cells, fixable viability dyes (fvd) where used to discriminate live from dead 

cells. They do not stain nucleic acids but instead amine groups of proteins. These groups are 

highly present in the cytosol, which is accessible to fvd in dead cells. Intact cells only display 

few amine groups at the cell membrane. Staining was performed before permeabilization and 

excess dye was washed away. To investigate immediate cell death after plasma treatment 

(necrosis), 1 ml of PBMCs (10
6
 per ml in R10F containing DAPI) were analyzed by flow 

cytometry. After recording a baseline (30 s) of DAPI positive cells naturally occurring in 

PBMCs isolations (usually 2-6 %), acquisition was halted, cells were directly plasma 

treatment and acquisition was continued immediately.  

Monocytes, a subpopulation of PBMCs, contain myeloperoxidase (MPO). MPO converts 

H2O2 to 
-
OCl and can be inhibited using 4-ABAH (30 min prior to treatment, 100 µM, 

Sigma). Viability of lymphocytes was compared between MPO-inhibited and control PBMCs 

(monocytes). The properties of viability dyes used in this work are summarized below. 

dye interacts with emission filter used vendor final concentration 

7-AAD DNA  695 / 30 nm (bp) BioLegend 1:100 

Annexin V FITC phosphatidylserine 525 / 40 nm (bp) BioLegend, Enzo 1:250 

Annexin V PE phosphatidylserine 575 / 30 nm (bp) BioLegend 1:250 

Annexin V PE-Cy7 phosphatidylserine >755 nm (lp) eBioscience 1:250 

CellEvent active caspase 3/7 525 / 40 nm (bp) Molecular Probes 1:100 

DAPI DNA 450 / 50 nm (bp) Thermo Fischer 1 µM 

FVD eFluor 780 amine groups >755 nm (lp) eBioscience 1:10000 

PI DNA / RNA 620 / 30 nm (bp) Sigma 1 µg/ml 

Zombie Yellow amine groups 550 / 50 nm (bp) BioLegend 1:100 
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Comparison of cell viability between different PBMCs subpopulations 

PBMCs were seeded in 24 well plates and incubated O/N at 37 °C with or without PHA 

(500 ng/ml), or with or without staphylococcal superantigens (SAg). Superantigens were 

obtained from the Institute of Immunology and Transfusion Medicine, Department of 

Immunology, Greifswald, Germany. Equal amounts of five superantigens (SEB, SEI, TSST, 

SEO, SEQ) were used (final concentration: 1 µg/ml). Cells were then directly plasma-treated 

and incubated for another 24 h at 37 °C. PBMCs were harvested into FACS tubes, incubated 

with Cohn II fraction to saturate Fc-receptors, and stained with monoclonal antibodies 

directed against different surface markers. Using AVBB, cells were then washed and stained 

with Annexin V and DAPI as described above. Survival rates of six different populations 

were analyzed in two different panels measuring up to 8 colors simultaneously using flow 

cytometry. The following table summarizes the antibodies being used. 

 

target clone isotype conjugate supplier final concentration 

CD3 UCHT1 m-IgG1 AF700 BioLegend 0.1 µg/ml 

CD4 VIT4 m-IgG2a APC Miltenyi 0.2 µg/ml 

CD4 RPA-T4 m-IgG1 PE-CF594 BD 0.2 µg/ml 

CD8 BW135/80 m-IgG1 PerCP Miltenyi 0.4 µg/ml 

CD14 TÜK4 m-IgG2a FITC Miltenyi 0.1 µg/ml 

CD19 HIB19 m-IgG1 PE Miltenyi 0.5 µg/ml 

CD56 HCD56 m-IgG1 APC-Cy7 BioLegend 0.2 µg/ml 

CD161 HP-3G10 m-IgG1 APC BioLegend 0.5 µg/ml 

CD196 G034E3 m-IgG2b PE BioLegend 0.2 µg/ml 

γδ-TCR B1 m-IgG1 PE Beckman-Coulter 1.0 µg/ml 

3.2. Cellular oxidation 

Staining of PBMCs was done according to protocols included in manufacturer’s instructions. 

Briefly, cells were suspended in PBS and incubated with redox-sensitive probes at 37 °C. 

Monoclonal antibodies were present to later discriminate oxidation in different 

subpopulations using multicolor flow cytometry. Cells were then washed with FACS buffer 

or R10F and were suspended at 10
6
 per ml R10F in 24 well plates prior to plasma treatment. 
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After exposure, cells were harvested into FACS tubes, washed, and suspended in FACS 

buffer containing DAPI to discriminate live from dead cells. Median fluorescence intensity 

was acquired by flow cytometry, and modulation by plasma treatment was calculated by 

dividing MFIplasma or MFIH2O2 by MFIcontrol. 

 

redox-sensitive probe compartment supposedly specific for vendor final concentration  

APF cytosol ONOO
-
, 

-
OCl, 

.
HO

 
Mol. probes 10 µM 

C11-Bodipy 581/591 membrane lipid peroxidation Mol. probes 1 µM 

CM-H2DCF-DA cytosol ROS / RNS Mol. probes 10 µM 

CM-H2-TMRos mitochondria ROS / RNS Mol. probes 5 µM 

DHR123 cytosol ROS VWR 20 µM 

HPF cytosol ONOO, 
.
HO Mol. probes 10 µM 

Mitosox 
.
O2

-
 sensor mitochondria 

.
O2

-
 Mol. probes 5 µM 

Mitotracker orange mitochondria ROS Mol. probes 10 µM 

 

The table summarizes the redox-sensitive probes used in this work. Specificity of probes to 

dedicated species is based on manufacturer’s information. However, these often rely on 

results in cell-free, and simplified biological solutions as PBS and specificity may be altered 

in cellular environments (189,83,190). 

3.3. Detection of cell proliferation 

About 40 % of PBMCs are T cells, which proliferate upon activation. For functional analysis, 

10
6
 cells per ml in R10F were incubated with the mitogen phytohemagglutinin (PHA; Remel, 

United Kingdom) that induces polyclonal activation of T cells. PBMCs were directly 

plasma-treated first, and then stimulated with PHA. After 72 h of stimulation, PBMCs were 

incubated for 17 h with 
3
H-methyl-thymidine with 0.5 mCi per well (Amersham, UK). 

Compared to a standard, proliferation can be measured in counts per minute (cpm). 

Triplicates of identically treated cells were used in all experiments. 

For CFSE experimentations, isolated cells were suspended in PBS and stained with 2 µM 

carboxyfluoresceinsuccinimidyl ester (CFSE) for 2.5 min at 37 °C. Cells were then washed in 
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FACS buffer, resuspended in R10F (10
6
 per ml) and seeded in 24 well plates. PBMCs were 

either activated with PHA (500 ng/ml) or left unstimulated, and all cells were incubated for 

48 h at 37 °C. Then, cells were directly plasma-treated without changing the cell culture 

medium, and incubated for another 120 h. Finally, cells were collected and CFSE-fluorescence 

was measured via flow cytometry, discriminating for CD4
+
 cells and excluding dead cells 

from analysis using DAPI (1 µM). 

3.4. Intracellular cytokine measurement 

PBMCs (10
6
 per ml in R10F) were seeded in 24 well plates. Cells were then pulsed with PHA 

(500 ng/ml) O/N or with LPS (10 ng/ml) for 1 h prior to addition of brefeldin A (1:1000) and 

plasma treatment. Cells were incubated for 18 h (for investigations of lymphocytes) or for 6 h 

(for investigations of monocytes) at 37 °C, and harvested into FACS-tubes. Staining with 

fluorochrome-conjugated monoclonal antibodies directed against cell surface antigens was 

carried out, followed by staining with fixable viability dyes in PBS. Cells were washed with 

FACS buffer, and fixed with paraformaldehyde at room temperature. Cells were washed and 

permeabilized using the Triton X-100. After staining for intracellular antibodies at RT, cells 

were washed and subsequently analyzed by flow cytometry. 

 

target isotype clone conjugate supplier final concentration 

GM-CSF rat IgG2a BVD2-21C11 Pacific blue BioLegend 0.1 µg/ml 

IFNγ mouse IgG1 4S.B3 Alexa Fluor 700 BioLegend 0.1 µg/ml 

IL-1α mouse IgG1 364-3B3-14 PE BioLegend 0.2 µg/ml 

IL-1β mouse IgG1 H1b-98 Pacific blue BioLegend 0.1 µg/ml 

IL-6 mouse IgG1 MQ2-13A5 APC BioLegend 0.1 µg/ml 

IL-8 mouse IgG1 E8N1 Alexa Fluor 488 BioLegend 0.1 µg/ml 

IL-10 mouse IgG1 JES3-9D7 Brilliant Violet 421 BioLegend 0.3 µg/ml 

IL-13 mouse IgG1 JES10-5A2 PerCP Cy5.5 BioLegend 0.3 µg/ml 

RANTES mouse IgG2b VL1 Alexa Fluor 647 BioLegend 0.2 µg/ml 

TGFβ mouse IgG1 1D11 Alexa Fluor 700 R&D systems 0.1 µg/ml 

TNFα mouse IgG1 MaB11 PE-Cy7 BioLegend 0.1 µg/ml 
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For the discrimination of T lymphocytes, monoclonal antibodies directed against CD3 were 

used. For gating of monocytes, PBMCs were incubated with CD14 (APC-Cy). 

3.5. Measurement of intracellular thiol content 

The intracellular redox state was investigated via measurement of free intracellular thiol 

content. PBMCs were plasma-treated and incubated for 2 h, 6 h, or 24 h at 37 °C. Cells were 

stained with thioltracker probe (10 µM), 7-AAD, and anti-CD4 APC antibodies in PBS 

containing divalent cations at 37 °C. After washing, thioltracker violet fluorescence was 

acquired by flow cytometry. The dye was excited at 405 nm and emission was recorded at 

525/40 nm. Only DAPI-negative and CD4-positive events in the lymphocytes gate were 

considered for comparative analysis. 

3.6. Cell surface marker expression on T lymphocytes 

Similar to viability measurements, lymphocytes were investigated for cell surface marker 

expression 24 h after plasma treatment. PBMCs were harvested into FACS tubes, washed, 

stained with monoclonal antibodies conjugated to different fluorochromes, washed again, and 

measured by multicolor flow cytometry. In all experiments, TH cells were investigated and 

discriminated against monocytes by using anti-CD4 and anti-CD14 antibodies. Dead cells 

were excluded using DAPI and Annexin V. 

 

target isotype clone conjugate supplier final concentration 

CD4 VIT4 mouse IgG2a APC Miltenyi 0.1 µg/ml 

CD14 M5E2 mouse IgG2a PE-Cy7 BioLegend 0.1 µg/ml 

CD45RA T6D11 mouse IgG2b PE Miltenyi 0.2 µg/ml 

CD45RO UCHT1 mouse IgG2a BV421 BioLegend 0.2 µg/ml 

CD62L 145/15 mouse IgG1 FITC Miltenyi 0.1 µg/ml 
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3.7. Measurement of mitochondrial membrane potential 

PBMCs were plasma-treated and incubated for 2 h or 6 h prior to collection into FACS tubes. 

To determine the mitochondrial membrane potential of cells, they were washed and stained 

with JC-1 (final concentration 2 µM), DAPI, and anti-CD4 APC antibodies at 37 °C. Only 

viable (DAPI
-
) TH cells were gated for JC-1 analysis. JC-1 exhibits green fluorescence when 

present as single molecule (monomer) in the cytosol. However, the probe is lipophilic and 

cationic, and rapidly aggregates in intact mitochondria (of viable cells) (191). Aggregation of 

JC-1 shifts its fluorescence emission towards orange-red.  

3.8. Intracellular measurement of protein-phosphorylation 

PBMCs (2.5x10
7
 per ml in PBS) were stained with a fixable viability dye, washed with FACS 

buffer, and subsequently stained for cell surface markers. Cells were adjusted to 10
6
 per ml in 

R10F, and 1 ml each was plasma-treated in 24 well plates. Immediately after treatment, 

medium alone or medium containing PMA (50 ng/ml) and Ionomycin (1 µg/ml) was added to 

each well. Plates were incubated for 15 min at 37 °C. The cell suspension was subsequently 

harvested into FACS tubes. Cells were washed once and fixed with PFA at RT. Then, cells 

were washed and permeabilized with ice-cold (-20 °C) methanol for 30 min at 4 °C. Cells 

were then washed twice with FACS buffer and incubated with antibodies directed against 

phosphorylated epitopes of NFκB and ERK1/2 for 60 min at RT. Again, cells were washed 

twice and resuspended in FACS-buffer prior to evaluation by multicolor flow cytometry. At 

least 100.000 events were recorded per sample. 

 

 

target isotype clone conjugate supplier final concentration 

CD3 BW264/56 mouse IgG2a FITC BioLegend 0.1 µg/ml 

CD4 RPA-T4 mouse IgG1 APC BioLegend 0.1 µg/ml 

pERK1/2 MILAN8R mouse IgG1a eFluor 710 eBioscience 0.6 µg/ml 

pNFκB B33B4WP mouse IgG2a PE eBioscience 0.6 µg/ml 

Zombie Yellow n.a. n.a. n.a. BioLegend 1:500 
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4. Characterization of plasma-treated neutrophils 

4.1. Viability 

For flow cytometric evaluation of viability, neutrophils were plasma-treated in R10F at 10
6
 

cells per ml and incubated at 37 °C for 2 h, 6 h, or 24 h. PMNs were harvested into FACS 

tubes, stained with Annexin V and DAPI in AVBB, and evaluated by flow cytometry.  

To investigate metabolic activity, cells were directly plasma-treated in 24 well plates, and 

aliquoted in 96 well plates. Resazurin reagent was added to each well and the plate was placed 

into a plate reader set to 37 °C. Resorufin fluorescence was recorded over 24 h (excitation 

wavelength 530 nm, emission wavelength 590 nm).  

4.2. Oxidation 

Measurement of cellular oxidation was similar to the methodology done for PBMCs. Briefly, 

PMNs were incubated with one of six different redox-sensitive probes before washing and 

diluting the cells at 10
6
 per ml in R10F. One ml of PMNs was added to wells of a 24 well 

plates. After plasma treatment, cells were harvested into FACS tubes, washed, and 

fluorescence was acquired by flow cytometry. Mean fluorescence intensity was calculated 

using Kaluza software. In controls, catalase (5 µg/ml) was added prior to plasma treatment 

4.3. Oxidative burst 

Neutrophil oxidative burst was assessed by using the cytochrome c assay which measures 

superoxide production of stimulated cells. Here, Phorbol-12-myristat-13-acetat (PMA) is used 

to induce rapid activation of the granulocyte NADPH-Oxidase (Nox2) as described before 

(184). Briefly, 500 µl of PBS containing 48 mg/ml of cytochrome c and 40 mg/ml of catalase 

was added to cuvettes. PMNs (10
6
 per ml in Hank’s) were added to a 24 well plate and 

plasma-treated. Then, 500 µl of cell suspension was added to a cuvette and up to 6 cuvettes 



Methods 

48 
 

were placed into a spectrophotometer at once to acquire absorbance kinetics in parallel. First, 

cuvettes were incubated for 10 min at 37 °C. Second, PMA was quickly added to all cuvettes 

(final concentration 100 nM) and absorption (path length = 10 mm) was measured every 20 s 

over 10 min at 550 nm. The absorption increased over time and the slope was calculated for a 

defined time frame set to be constant for all samples of the same run to assure comparability 

between samples. Absolute superoxide concentrations (µM per minute and 10
6
 neutrophils) 

were calculated using the molar absorption coefficient of cytochrome c. All samples were 

normalized to control values set to 100 %. Also, SOD was added to PMNs to show the 

specificity of the assay. 

Additionally, oxidative burst was evaluated using opsonized bacteria (Escherichia coli) and 

the probe DHR123, both provided in a commercial kit (phagoburst) and used according to the 

manufacturer’s instructions (glycotype). 

4.4. Phagocytosis and killing 

For phagocytosis of live bacteria, autologous serum was collected for opsonization. Blood 

was clotted in a glass tube incubating for 1 h at 37 °C. The supernatant was collected and 

centrifuged. Again, the supernatant was taken off and centrifuged to dispose of RBC. Bacteria 

were cultured O/N in broth at 37 °C and kept at 4 °C prior to the start of the assay. The 

suspension was washed two times in PBS. For Staphylococcus aureus, another slow spin was 

done to discard cell clumps. The supernatant was resuspended in Hank’s. The optical density 

of a 1:10 diluted cell suspension was measured at 550 nm, and related to a previously 

established standard curve of optical density vs. CFU. Bacteria were suspended in Hank’s at a 

concentration of 2 x 10
8
 per ml. In glass tubes covered with parafilm, they were then 

opsonized in Hank’s containing 10 % autologous serum for 20 min at 37 °C (slow rotation at 

6 rpm). Neutrophils were seeded at 10
7
 per ml in Hank’s containing 10 % autologous serum 

in wells of a 24 well plate. Cells were plasma-treated for 3 min. Addition of ddH2O 

compensated for evaporated water. Immediately after treatment, 500 µl of bacterial cell 

suspension was added to each well, yielding a final cell number of 10
7
 neutrophils and 

10
8
 bacteria (1:10). One well contained no neutrophils to establish a reference of colony 
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formation of non-phagocytosed bacteria. Two times 600 µl per well were aliquoted in two 

1.7 ml Eppendorf tubes. Cells were incubated (6 rpm) for 30 min (Staphylococcus aureus) or 

45 min (Pseudomonas aeruginosa) at 37 °C. Cells were then placed on ice and vortexed 

thoroughly. Neutrophils were lysed using pH11 H2O. Suspension was further diluted two 

times to yield ~5000 CFU per ml. Twenty microliters of this suspension was spread on each 

of two halves of blood agar plates. Two agar plates (4 replicates) were used per sample. Plates 

were incubated O/N at 37 °C and CFU were counted on the following day. 

4.5. NET quantification using a plate reader  

The plate reader (Tecan M200 Pro) was warmed to 37 °C for at least 30 min prior to first 

readings. Twenty microliters of Triton-X 100 was added to several wells of a black 96 well 

plate. The detergent would lyse neutrophils to allow assessing the maximum DNA 

fluorescence of all cells of one well. All other sample wells received 20 µl of Hank’s (100 µl 

to blank well). Additionally, a 10 µM working solution of Sytox Orange was prepared. 

Neutrophils (10
6
 per ml in Hank’s) were added to wells of a 24 well plate immediately before 

plasma treatment. After exposure, aliquots were added to sample wells of the black 96 well 

plates. Two other aliquots were added to wells containing Triton-X 100 for measurement of 

total DNA fluorescence. After addition of the last sample, Sytox Orange was added to each 

well (final concentration: 2 µM). The plate was placed into the plate reader and fluorescence 

was read every two minutes over 4 h. The excitation wavelength was 530 nm and emission 

wavelength was 575 nm (± 4.5 nm). 

4.6. Assessment of extracellular and active MPO 

PMNs (10
6
 per ml in Hank’s) were seeded into 24 well plates and were subsequently 

plasma-treated. Cells were incubated for 1 h at 37 °C. Cell suspension was harvested into 

Eppendorf tubes and centrifuged; supernatants were transferred into new Eppendorf tubes 

(low protein-binding type) and stored at -80 °C until use. For assessment of MPO-activity, 

supernatants were diluted 1:100 in PBS and 50 µl were added to black 96 well plates in 
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triplicates. Then, Amplex ultra red (final concentration 5 µM) and H2O2 (final concentration 

40 µM) were added and fluorescence emission was acquired every minute over a 40-minute 

time period using a plate reader (excitation wavelength 535 nm, emission wavelength 590 

nm). Fluorescence of controls containing Hank’s, Amplex ultra red, and H2O2 alone without 

cells served as background and was subtracted from sample fluorescence. 

4.7. NET quantification using fluorescence image analysis 

Before starting experiments, the microscope (Carl Zeiss Observer Z.1 with motorized stage) 

stage was warmed to 37 °C for 30 min, calibrated, and positions of each well of a 24 well 

plate were adjusted to the center position. Additionally, the correct focus (z-plane) was set on 

irrelevant particles. Immediately before treatment, neutrophils (10
6
 per ml in Hank’s) were 

added to a 24 well plate. For each treatment, duplicates were set up. After the last treatment 

had finished, Sytox Orange (final concentration 200 nM) was added and the plate was 

inserted into the pre-warmed microscope stage. The plastic lid of the multiwell plate was 

taken off and a heatable (37 °C) glass-lid was applied to seal the stage, effectively 

maintaining its temperature at 37 °C. Image acquisition was set to acquire a mosaic-set of 

pictures in a meandering fashion (3x3 images). This was repeated every 30 min. Self-written 

algorithms in ImageJ were used to batch-stitch mosaic images and to threshold and quantify 

fluorescence acquired. 

4.8. NET confirmation using confocal laser scanning microscopy 

For acquisition of NET images by immunofluorescence, neutrophils (10
6
 per ml in Hank’s) 

were first seeded into 24 well plates and were subsequently plasma-treated. Cell suspension 

was transferred into 12 well plates containing round coverslips and 12 well plates were 

incubated for 3 h at 37 °C. Plates were centrifuged (100 x g for 5 min) and media was gently 

removed. Coverslips were fixed with PFA for 20 min and washed with PBS. Cells were 

permeabilized with Triton-X 100 in PBS and washed with PBS. Coverslips were blocked with 

DAKO protein block. Cells were stained with polyclonal rabbit anti-human neutrophil 
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elastase in DAKO protein block (serum-free) for 1 h at 37 °C. Coverslips were washed with 

ELISA wash buffer. Afterwards, a secondary antibody (goat anti-rabbit Alexa Fluor 488 in 

DAKO protein block) was added and samples were incubated for 1 h at 37 °C. Coverslips 

were again washed in ELISA wash buffer, dipped several times in ddH2O, and drained on 

KIM wipes. Finally, samples were mounted on microscopic slides using Vectorshield 

(containing DAPI) and sealed with nail polish. Samples were stored in in the fridge in the 

dark until analysis by confocal laser scanning microscopy (using the 405 nm laser and the 488 

nm laser, respectively).   
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5. Statistics 

Graphing and statistical analysis was performed using prims 6.05 (graph pad software) and 

excel (Microsoft), and slope calculation was performed using UV Solutions 3.0. In general, 

and if not stated otherwise, Student’s T test was used for statistical comparison between two 

sample groups. For statistical analysis between >2 groups, one-way analysis of variance 

(ANOVA) was used which compared treated samples to controls if not stated otherwise 

(Dunnett post test to adjust for multiple comparison). If more than two groups were to be 

compared with more than two conditions for each group, two-way ANOVA was applied. 

According to number of comparisons or type of comparison, different post test were 

integrated into the statistical analysis (in most cases either Tukey or Sidak).  

Throughout this work, significance levels were indicated as follows: *α = 0.05, **α = 0.01, 

and ***α = 0.001. 
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Chapter 4. Aim of this work 

 

In this work, human leukocytes were investigated after exposure to cold physical plasma. 

Cold plasma is a promising option in the treatment of chronic wounds. Key molecular events 

during different phases of wound healing are orchestrated by different cells of the immune 

system. Moreover, chronic wounds are frequently associated with mislead inflammation 

mediated by cells of the immune system. In order to estimate wound cell behavior in response 

to plasma, peripheral blood leukocytes were plasma-treated and their reactions investigated. 

Leukocytes consist of different subpopulations, each displaying highly specific effector 

functions. Moreover, previous studies investigating plasma-treated cells did not fully decipher 

how exactly cold physically plasma mediates its effects on cells. For this, two major questions 

were addressed in this thesis: 

 

i) What are the effects of plasma on human leukocytes and their subpopulations? 

 

and 

 

ii) What are the underlying mechanisms of plasma effects on cells using the kinpen? 

 

At the time when this project started, no scientific articles were available addressing the 

question of how and in what way cold physical plasma affects leukocyte or their 

subpopulations. Characterizing plasma effects is challenging due to interdisciplinary skills 

required in plasma treatment and subsequent assessment of various functions in different 

types of primary immune cells. Therefore, another aim was to establish an exact and 

reproducible plasma treatment together with robust biological downstream assays. 

 

Altogether, this work was supposed to give a more detailed picture in basic research of 

plasma medicine and redox immunology alike in order to gain a better understanding of 

plasma applications in biology and medicine.  
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Chapter 5. Results 

1. Characterization of cold plasma and plasma-treated liquids 

The main questions of this thesis were: i) how is plasma affecting leukocyte viability and/or 

function, and ii) which components of cold physical plasma are important in affecting cells? 

Characterizing the kinpen plasma source used in this work was therefore vital to understand 

how it exerts its effects on cells. The plasma was generated in ambient air (the plasma gas 

phase) to affect molecules or cells in suspension (the liquid phase). Thus, investigating the 

plasma gas phase was important in order to understand how the liquid phase is affected. 

Characterizing the gas and liquid phases was also essential to define the operational setting 

for treatment of cells.  

1.1. Molecular reactive species in the plasma gas phase 

The plasma was ignited at the central electrode and driven out by an argon flux. It was 

hypothesized that, once in contact with ambient air, ionized argon species will react with 

molecular oxygen or nitrogen to form ROS or RNS, respectively. After excitation, the 

reactive molecular species switch back to stable energy levels emitting light of specific 

wavelengths, which are detectable by optical emission spectroscopy (OES). Using this 

method, emission peaks can be attributed to specific molecular species allowing 

semi-quantitative comparison of different settings. 
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Fig. 8: Plasma effluent of the kinpen 09 and optical emission spectroscopy of its effluent.  

Picture of the kinpen 09 operated at 3 standard liters per minute of dry and pure argon as feed gas (A). The 

plasma is cone shaped and appers white after being driven out of the ceramic nozzle. The violet tip indicates 

presence of UV radiation. Optical emission intensities were normalized to the highest peak (B). Distinct bands 

showed the presence of 
.
HO (arrow, ~307-310 nm) and excited nitrogen molecules (second positive nitrogen 

system at ~310-360 nm). There was minimal emission in the range of visible light between ~400-700 nm. The 

near infrared (700-1000 nm) spectrum lines mainly represent excited argon molecules of the feed gas.  

The emission spectrum of the argon plasma jet effluent showed several emission bands in the 

ultraviolet and near-infrared spectral range (Fig. 8B). Creation of reactive oxygen (e.g., 
.
HO) 

and nitrogen (second positive nitrogen system, N2) species was apparent. Thus, highly 

energetic particles are emitted by plasma. In the NIR spectral range, various argon lines were 

observed. Also at 777 nm an atomic oxygen band appeared (small intensity and not 

highlighted). Atomic hydrogen was not detected (emission wavelengths: 410 nm, 434 nm, 

486 nm, 656 nm). Of note, the emission profile was dependent on the composition of the feed 

gas used (appendix Fig. i p.127). 
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1.2. Plasma-treated buffered solutions 

Next, liquids were treated with plasma and the plasma-treated liquids were investigated for 

the presence of reactive species and oxidants. This was of interest, as it is known that oxidants 

can affect cells in various ways.  

 

Fig. 9: Plasma generated reactive molecules in liquids.  

Medium was plasma-treated for the indicated length of time and H2O2 (A*) or NO2
-
 (B*) was immediately 

quantified using redox sensitive fluorescent probes. Catalase treatment confirmed H2O2 production (A*) and 

fluorescence of the NO2
-
-detecting reagent (B*). Generation of 

.
O2

-
 was quantified by measuring cytochrome c 

absorbance, using the molar extinction coefficient of cytochrome c (C). Addition of superoxide dismutase (SOD) 

verified the specificity of the reaction with 
.
O2

-
. RNS/ONOO

-
 (D*) was measured by spiking medium with 

tyrosine (1 mM) before exposure to plasma (60 s). 3-nitrotyrosine formation was quantified using LC/MS and 

calibrated with a standard. The amount of ONOO
-
 differed significantly between treated samples with and 

without catalase (paired t test). Data are presented as mean ± SD of four independent experiments.  

*adapted from (185) with permission from Informa Healthcare 

Plasma-treated liquid cell culture medium contained the long-lived oxidant H2O2
 
(Fig. 9A), 

and NO2
-
 (Fig. 9B). The medium still contained about 20 % of initial H2O2 concentrations 24 

h after exposure (appendix Fig. ii p.128). Also, significant amounts of 
.
O2

-
 were generated 

(Fig. 9C). Generation of 3-nitrotyrosine (NY, Fig. 9D) strongly the suggested presence of 

ONOO
-
. Interestingly, this process was reduced in presence of catalase but experimentally 

added H2O2 did not increase NY production. As expected, uric acid scavenged RNS and 

ONOO
- 
and diminished NY production almost completely. Likewise, addition of tyrosine 30 s 
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after plasma treatment of medium (indirect treatment) did not led to NY formation. Formation 

of 3-chlorotyrosine indicative of generation of 
-
OCl was not detectedable (limit of detection 

800 pM).  

In summary, reactive species were generated in the plasma gas phase and the treated liquid 

cell culture medium contained significant amounts of oxidants known to oxidize biological 

components. The oxidation potential can be measured by using redox probes that fluoresce 

upon oxidation (Fig. 10 A, B). Cells use anti-oxidative defense systems to cope with redox 

stress. Free thiol groups play a central role here. The majority of intracellular free thiols are 

found on glutathione (GSH). It was therefore addressed whether plasma-treated liquids 

oxidized GSH (Fig. 10 C). 

 

Fig. 10: Plasma treatment oxidized GSH and redox-sensitive fluorescent probes.  

Medium was spiked with DCFH (A) or DHR123 (B) and directly plasma-treated. DCFH forms the fluorescent 

product DCF upon oxidation by various species but preferentially H2O2. DHR123 forms the fluorescent product 

rhodamine 123 which fluoresces upon oxidation by various species but preferentially 
.
O2

-
. Fluorescence was 

recorded using a plate reader and depicted as fold change over fluorescence of non-treated control. Fluorescence 

of plasma-treated samples differed significantly from controls. For GSH experiments (C*), medium was spiked 

with GSH (final concentration 50 µM) and then plasma-treated. DTNB was added (final concentration 200 µM) 

to react with GSH to form a yellow product whose absorbance was measured over time using spectrophotometry. 

Reduced GSH significantly decreased after plasma exposure compared to control (C*). Data are presented as 

mean ± SD of three independent experiments. Statistical analysis was performed using paired student’s t test.  

*adapted from (192) with permission from Begell House 



Results 

58 
 

Two different redox-sensitive probes were used to assess plasma-mediated oxidation of 

medium. The fluorescence increase of these probes was measured after plasma exposure in a 

treatment time dependent manner (Fig. 10A and 10B). DCFH is sensitive to many different 

reactive species, including H2O2-derived species such as 
.
HO, and is often used in cell biology 

to detect generalized oxidative stress. DHR123 also displays broad sensitivity and is often 

used in neutrophil biology to investigate the respiratory burst and its product superoxide. 

Compared to non-treated controls, plasma significantly oxidized GSH, an important molecule 

in the cell’s antioxidative defense system (Fig. 10C). GSH levels decreased with incubation 

time after treatment which was indicative of a long-lived oxidant-mediated reaction.  

1.1. Summary of results 

In this section, plasma properties in the gas phase and their effects on liquids were 

investigated. It was shown that plasma generated various reactive molecular species in the gas 

phase. These molecules interacted with components of the liquid and generated other reactive 

species and oxidants such as H2O2, NO2
-
, 

.
O2

-
, and RNS/ONOO

-
. Plasma-derived species 

effectively oxidized fluorescent redox-sensitive probes and GSH in a treatment-time 

dependent fashion. In the next chapter, the effect of plasma on peripheral blood mononuclear 

cells (PBMCs) was therefore, investigated. 
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2. Effect of plasma on oxidation and viability of human PBMCs 

PBMCs are a fraction of leukocytes containing mainly lymphocytes and monocytes. These 

cells are crucial in initiation and regulation of inflammation and immune responses. 

Prospective plasma applications potentially involve treatment of inflamed tissue, such as 

chronic wounds, and hence PBMCs were chosen to investigate plasma effects in vitro. Special 

attention was paid to CD4
+
 T helper (TH) cells and monocytes which are assumed to be 

involved in non-healing wound pathophysiology, as outlined in the introductory section.  

2.1. Oxidation and cellular damage were a consequence of exposure to 

plasma 

As shown in the previous section, plasma readily oxidized fluorescent redox markers and 

GSH in liquid. It was hypothesized that oxidation would also take place in cells where GSH 

may be modulated. Two redox markers were used to assess changes in oxidation. DCF 

accumulates in the cytosol and serves as general redox indicator. Mitotracker orange (MTO) 

on the other hand, accumulates in mitochondria but also displays a general sensitivity to 

oxidation. For intracellular GSH measurement, the thioltracker probe was used which 

measures free intracellular reduced thiols. As the majority of thiols are present in the form of 

GSH, this probe can give an estimation of the intracellular concentration of this reductant.  
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Fig. 11: Plasma treatment oxidized intracellular fluorescent probes but increased reduced concentrations 

of free thiols.  

PBMCs in cell culture medium were stained with H2DCFDA (A) or Mitotracker orange (MTO) dye (B) and 

directly plasma-treated (60 s). Cells were immediately harvested and fluorescence was measured by flow 

cytometry gating on CD4
+
 TH cells. With both dyes a significant fluorescence increase was noted. To quantify 

intracellular free thiols (C*), cells were stained with thioltracker probe 2 h, 6 h, and 24h after plasma treatment 

(20 s). A significant fluorescence increase was measured in treated cells 2 h and 6 h after treatment and 

compared to controls. Data are presented as mean + SD of three independent experiments. Statistical analysis 

was performed using paired student’s t test. 

*adapted from (192) with permission from Begell House 

PBMCs were stained with probes accumulating in the cytosol (H2DCFDA) or in the 

mitochondria (MTO) prior to plasma exposure. In plasma-treated cells, fluorescence increased 

significantly in both compartments compared to non-treated controls (Fig. 11A and Fig. 11B). 

Also, thiol content was assessed and found to be significantly increased 2 h and 6 h after 

treatment suggesting that GSH concentrations were elevated in plasma-treated T cells 

(Fig. 11C).  

Cells were oxidized in the cytosol and mitochondria. Mitochondria are imperative in the cell’s 

metabolism and an increase in oxidation within the mitochondria suggested potential damage. 

This was tested by measuring the mitochondrial membrane potential using JC-1. In live cells, 

JC-1 accumulates in mitochondria, exhibiting an orange-red fluorescence in its aggregated 

form. Upon mitochondrial damage, JC-1 disseminates in the cytosol, indicated by green 

fluorescence and both can be measured by flow cytometry.  
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Fig. 12*: Loss of mitochondrial membrane potential in plasma-treated CD4
+
 T cells.  

For measurement of mitochondrial membrane potential, PBMCs were treated with plasma (20 s), and incubated 

for 2 h or 6 h at 37 °C prior to staining with JC-1. Fluorescence was determined by flow cytometry and TH cells 

were gated according to their expression of CD4. A decrease of cell numbers in dot plot quadrant Q1 and 

appearance of cells in quadrants Q2 and Q4 indicated loss of mitochondrial potential which was higher in 

plasma-treated cells. Five independent experiments were conducted, of which one representative result is shown. 

*adapted from (192) with permission from Begell House 

PBMCs were plasma-treated and stained with JC-1 and CD4 to assess mitochondrial 

membrane potential in TH cells. In plasma-treated cells with intact mitochondria (JC-1 

aggregates, Q1 and Q2) there was a population also positive for JC-1 monomers (Q2). The 

effect was stronger after 6 h (40.8 %) compared to 2 h after treatment (13.0 %) (Fig. 12). This 

indicated a loss in mitochondrial membrane potential and suggested that plasma-induced 

oxidation was destructive to mitochondria. Damage would result in loss of metabolic activity 

which can be assessed and quantified using resazurin. This dye readily diffuses into cells 

where it is reduced to resorufin via NADPH generated by active mitochondria. 
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Fig. 13: Plasma treatment of PBMCs decreased their production of reduction equivalents.  

PBMCs were plasma-treated and incubated for 16 h. Resazurin was added and fluorescence was measured using 

a plate reader after 8 h of incubation. Background was subtracted and fluorescence normalized to controls. 

Metabolic activity was significantly reduced (one-way ANOVA with Dunnett post test) in plasma-treated 

samples. Data are presented as mean + SD of three independent experiments. 

PBMCs were plasma-treated and their metabolic activity assessed by measuring their 

transformation of resazurin to resorufin (Fig. 13). In plasma-treated cells, fluorescence was 

significantly decreased (Fig. 13). This was indicative of a decrease in metabolic activity of 

cells by plasma. To assess whether this was due to overall reduced cellular metabolism or 

induction of cell death, numbers and cell membrane permeability of TH cells were evaluated. 

 

Fig. 14: Plasma treatment decreased cell numbers and induced membrane damage in CD4
+
 TH cells.  

PBMCs were plasma-treated (60 s), incubated for 24 h, and CD4
+
 cell numbers were evaluated by flow 

cytometry (A). A significant fraction of TH cells were positive for DAPI indicating membrane damage in these 

cells (B). Data are presented as mean + SD of four independent experiments. 

PBMCs were plasma-treated and 24 h later CD4
+
 TH cells were counted by flow cytometry. 

Significantly fewer TH cells were present compared to control (Fig. 14A). Plasma also 

increased the percentage of DAPI
+
 (dead) cells 24 h after treatment (Fig. 14B). This led to the 

next question whether plasma-mediated cell death was a consequence of apoptosis or 

necrosis. 
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2.2. Cell death was a consequence of apoptosis but not necrosis 

As cell viability was compromised after plasma treatment it was investigated whether this was 

due to necrosis. Necrosis can be characterized by an immediate loss of membrane integrity 

following direct physical insult and allowing viability dyes such as DAPI to penetrate into 

cells. DAPI itself is non-fluorescent and cannot cross the cell membrane of intact leukocytes 

at significant rates. Upon entering cells with compromised membranes and binding to the 

major groove of DNA it exhibits a conformational change and is converted to its fluorescent 

form which is detectable by flow cytometry. 

 

Fig. 15: Plasma treatment did not induce necrosis in PBMCs.  

PBMCs were stained with anti-CD4 and anti-CD14 antibodies and were resuspended at 10
6
 per ml in medium 

(R10F). DAPI was added and a base line (15 s) of DAPI-positive cells was acquired by flow cytometry, and then 

paused. The cell suspension was plasma-treated for 60 s and flow cytometric measurement continued 

immediately. TH cells and monocytes were analyzed (A) for DAPI fluorescence over time. Neither TH cells (B) 

nor monocytes (C) showed instantaneous membrane damage after exposure to plasma. Shown are representative 

images of six independent experiments.  

In previous experiments, plasma treatment resulted in a loss of mitochondrial membrane 

potential and elevated portions of dead cells 24 h after treatment, and it was investigated 

whether exposure to plasma immediately necrotized cells. DAPI positive TH cells and 

monocytes (Fig. 15A) were measured by flow cytometry immediately after plasma treatment 

but no increase in penetration of DAPI into lymphocytes or monocytes was observable 

(Fig. 15B and 15C). Thus, necrosis was not likely to be responsible for plasma-induced cell 

damage. It was next investigated whether plasma treatment induced apoptosis. Apoptosis is a 

“silent”, non-inflammatory type of cell death in which cellular disintegration is carried out in 

an active and controlled manner. 



Results 

64 
 

 

 

Fig. 16: Cell damage involved caspase activation and phosphatidylserine exposure. 

PBMCs were plasma-treated and stained for caspase 3/7-activity after different time points. In flow cytometric 

analysis, gating on CD4
+
 T lymphocytes, cells displayed activated caspases from 12 h onwards after treatment 

(A*). For assessment of phosphatidylserine (PS) exposure, PBMCs were plasma-treated (60 s), harvested at 

various time points, and stained with Annexin V (B*). The percentage of TH cells displaying PS increased 

between 8-10 h following exposure to plasma. For discrimination of early and late apoptosis, cells were plasma-

treated and incubated for 24 h before staining with Annexin V and DAPI (C). Early (Annexin V
+
) and late 

(Annexin V
+
/DAPI

+
) apoptotic TH cells were measured. Apoptotic cells were also identified by their reduced 

DNA content (Hoechst staining) 24 h after plasma treatment. Data are presented as mean + SD (A, B) or one 

representative (C, D) of three independent experiments. Statistical analysis was performed using two-way 

ANOVA (Sidak post test). 

*adapted from (192) with permission from Begell House 

PBMCs were plasma-treated and hallmarks of apoptosis were investigated in TH cells. A 

significantly higher portion of TH cells stained positive for active caspase 3/7 6 h after plasma 

treatment (60 s, Fig. 16A). At longer incubation times, plasma-treated cells stained positive 

for phosphatidylserine (PS) exposure (Fig. 16B). During the so-called early phase of 

apoptosis, PS was exposed on the outside of the membrane with the cellular membrane 

remaining intact thus excluding nucleic acid-binding fluorescent dyes such as DAPI 

(Fig. 16C). In later stages of apoptosis, the membrane lost its integrity and T lymphocytes 

stained positive for both Annexin V and DAPI (Fig. 16C). DNA fragmentation is a 

consequence of apoptosis and decreased DNA content was measured in apoptotic cells. To 

further confirm that plasma induced an active form of cell death, PBMCs were plasma-treated 
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and incubated for 24 h at different incubation temperatures (4 °C, 20 °C, 37 °C). Significantly 

fewer dead cells were measured in TH cells when PBMCs were incubated at 4 °C or 20 °C 

compared to 37 °C (appendix Fig. iii p.129).  

PBMCs contain many different populations and it was investigated whether there were 

differences in their sensitivity towards plasma treatment. The following subsets were studied: 

T helper cells, cytotoxic T cells, NK cells, B cells, and γδ T cells. The subpopulations were 

discriminated by multicolor flow cytometry; the gating strategy is shown in the appendix 

(Fig. iv p.129).  

 

Fig. 17*: Plasma-induced cell death in subpopulations of immune cells. 

PBMCs were isolated and incubated O/N with (B) or without (A) PHA (500 ng/ml) at 37 °C. Cells were plasma-

treated, incubated for 24 h at 37 °C, and harvested. PBMCs were stained with Annexin V, DAPI, and antibodies 

and discriminated for different subpopulations. Specifically, cell types were positive for the following cell 

surface molecules: monocytes (CD14), B cells (CD19) NK cells (CD56, negative for CD3), TH cells (CD3, 

CD4), cytotoxic T lymphocytes (CTL; CD3, CD8), γδ T cells (γδ TCR). The percentage of Annexin V
-
 / DAPI

- 

(viable) cells significantly (*, **, ***) decreased in lymphocytes and non-significantly decreased in monocytes 

in plasma-treated samples. Within lymphocytes there were only minor differences in viability with γδ T cells 

being least affected after exposure to plasma. In plasma-treated samples, survival rates of activated cells (B) 

were significantly (#, ###) increased compared to those of non-activated (A) cells. Data are presented as mean 

+ SE of four to twelve independent experiments. For comparison of survival rates of plasma-treated cells 

compared to their respective non-treated control a two-way ANOVA was used (Sidak post test). Unpaired 

student’s t test was used for comparison between viability rates of non-activated and activated samples and 

separately for each treatment. 

*adapted from (193) with permission from Begell House 

Plasma treatment induced apoptosis in all cell types investigated (Fig. 17). No subpopulation 

showed enhanced viability rates after exposure. Monocytes were least affected by plasma, 
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while lymphocytes displayed a greater effect with significantly compromised viability 

(Fig. 17A). Among the lymphocyte populations, CD4
+
 TH cells displayed the highest 

sensitivity after plasma treatment. To mimic conditioning in the wound environment, PBMCs 

were activated with PHA prior to plasma treatment. Lymphocyte activation was accompanied 

by upregulation of CD25 (appendix Fig. v p.130), confirming stimulation. Viability in PHA-

activated control samples was reduced (Fig. 17B) as activation by mitogens can induce 

apoptosis (activation-induced cell death). Stimulation with PHA prior to plasma treatment 

enhanced survival rates considerably in all lymphocyte types investigated (Fig. 17B). In four 

of five lymphocyte populations, plasma exposure of 5 s did not induce any cytotoxicity as 

opposed to non-PHA pulsed PBMCs (Fig. 17A). Survival rates of monocytes did not change 

and always differed significantly from that of lymphocytes (appendix tab. i p.130). On the 

contrary, there were no significant differences between any two lymphocyte populations 

(appendix tab. i p.130). These results were independent of activation of PBMCs with PHA 

prior to plasma treatment. 

The lectin PHA agglutinates and thereby broadly activates lymphocytes in experimental and 

laboratory conditions. In wounds, however, lymphocytes may encounter activating molecules 

of bacterial origin. Therefore, a common bacterial stimulus (staphylococcal superantigens) 

was used. Compared to control samples, superantigen-activated and plasma-treated 

T lymphocytes also displayed improved survival rates compared to non-activated but 

plasma-treated controls (appendix Fig. vi p.131). Special T lymphocyte subsets, e.g., CD4
+
 

effector/memory TH cells are commonly associated with wound healing and were investigated 

next. 

2.3. Plasma selectively inactivated effector/memory TH cell subset 

CD4
+
 TH cells can be divided into naïve cells, that have not encountered their antigen yet, and 

effector/memory cells. The cells can be distinguished by their reciprocal expression of 

CD45RA and CD45R0. The question addressed in this section was how cytotoxic is plasma to 

naïve and effector/memory TH subpopulations.  
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Fig. 18: CD45RA
+
 T lymphocytes showed better survival compared to CD45R0

+
 cells. 

PBMCs (10
6
 per ml in R10F) were plasma-treated (60 s), harvested after 24 h incubation at 37 °C, and stained 

for CD4, CD45R0, CD45RA, and Annexin V. Plasma treatment did not alter the expression of CD45R0 or 

CD45RA (A vs D). Viable (Annexin V
-
) cells displayed a predominantly CD45RA

+
 (Q1 in E) / CD45R0

-
 (Q1 in 

F) phenotype after plasma treatment, while in controls both naïve (CD45RA
+
) and effector/memory TH cells 

were present (Q1 and Q2 in B and C). Shown are dotplots of one representative of six independent experiments.  

Two CD4
+
 TH subsets, naïve and effector/memory cells, were investigated for their survival 

after plasma treatment. Naïve CD45RA
+
 cells where less prone to plasma-induced apoptosis 

(Fig. 18E and F) compared to effector/memory CD45R0
+
 cells, while total percentages of 

CD45RA
+
 to CD45R0

+
 cells did not change (Fig. 18A and B). These results suggested that, 

effector/memory T cells were much more susceptible to plasma treatment than naïve T cells.  

Effector/memory cells can be distinguished by expression of L-selectin (CD62L). CD62L
+
 

cells can re-enter secondary lymphatic organs and CD62L
- 
cells primarily home to peripheral 

tissues. Lack of expression of L-selectin also marks a distinct effector memory T cell subset 

which is terminally differentiated and re-expresses CD45RA
+
 (TEMRA). Next, it was 

investigated how CD62L expression is related to apoptosis of CD45RA
+
 and CD45R0

+
 TH 

cell subpopulations. CD62L
-
 cells (TEMRA) were enriched in CD45RA

+
 T cell populations 

after plasma treatment. In the CD45R0
+
 population, CD62L

-
 effector memory cells were 

apparently more robust to plasma exposure than the CD62L
-
 population. As CD45RA and 

CD45R0 are expressed in a reciprocal manner, CD45RA plots have been omitted for reasons 

of simplicity. 
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Fig. 19: Plasma-treated and viable CD4
+
 TH cells displayed a CD62L

- 
phenotype. 

PBMCs (10
6
 per ml in R10F) were plasma-treated, incubated for 24 h at 37 °C, and stained with antibodies 

directed against CD3, CD4, CD45R0, CD45RA, and CD62L expression as well as Annexin V and caspase 3/7 

detection reagent. Cells shown in the dotplots are CD3
+
/CD4

+
/Annexin V

-
/caspase 3/7

-
. In non-treated control 

PBMCs (A), the majority of viable T cells among CD45R0
-
 (CD45RA

+
) cells were positive for CD62L (naïve T 

cells). After plasma treatment (B, C), percentages of viable CD62L
+
 cells decreased in CD45R0

+
 and CD45R0

-
 

TH cells alike. Shown are dotplots of one representative of three independent experiments. 

Independent of CD45RA or CD45R0 expression, viable CD4
+
 TH cells were increasingly 

negative for CD62L 24 h after plasma treatment (Fig. 19C). However, CD62L surface 

expression is known to be actively regulated in T cells. Therefore, it was investigated whether 

the decrease of CD62L
+
 cells was either a result of apoptosis of CD62L

+
 cells or down-

regulation of CD62L in CD62L
+
 TH cells. Portion of naïve (CD62L

+
) cells among all viable 

CD45RA
+
 TH cells were similar within 6 h after plasma treatment (Fig. vii p.131). Thus, 

plasma treatment induced preferential survival of the TEMRA phenotype in CD4
+
 TH cells 

but no active regulation of CD62L expression. 

2.4. Summary of results 

In this section it was shown that plasma oxidized cells and induced cell death, mainly by 

apoptosis rather than necrosis. Only few monocytes became apoptotic after plasma treatment. 

By contrast, lymphocytes were strongly affected by exposure to plasma. Within lymphocytes, 

survival rates were similar between five populations investigated with γδ cells showing the 

highest and CD4
+
 T cells showing the lowest viability. Preactivation of the immune cells, 

using PHA, improved survival, most prominently in CD4
+
 TH cells. Among CD4

+
 TH cells, 

CD62L
-
 cells showed better survival compared to CD62L

+
 cells in CD45RA

+
 and CD45R0

+
 

cells alike.  
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3. Plasma treatment alters lymphocyte function and phenotype 

In the previous section it was shown that plasma induced cellular oxidation and apoptosis, 

especially in lymphocytes. Lymphocytes are abundant during late phases of wound healing 

where they are thought to have regulatory functions and induce an immune response. 

Functional alterations induced by plasma treatment, including cell proliferation and cytokine 

secretion, are therefore of interest.  

3.1. Proliferation was reduced but not halted in viable T lymphocytes 

T lymphocytes proliferate upon antigen stimulation. This results in clonal expansion of 

antigen-specific T cells contributing to immune memory. In contrast, mitogens induce a 

polyclonal proliferation which is independent of the TCR-specificity. Two questions were 

raised in this context: i) is proliferation reduced after plasma treatment, and ii) does plasma 

induce proliferation in non-activated cells?  

 

Fig. 20*: Plasma treatment reduced proliferation in mitogen-activated T lymphocytes. 

PBMCs (10
6
 per ml in R10F) were plasma-treated and cultured with or without PHA (500 ng/ml) for 72 h at 

37 °C. 
3
H-methyl-thymidinie (0.5 µCi per well) was added and cells were incubated for another 17 h. Thymidine 

incorporation was measured using a β-counter. In the absence of PHA cells did not proliferate, and plasma 

treatment did not change this. In PHA-activated cells plasma reduced the proliferative response in a significantly 

and dose-dependent manner.
 
Data are presented as mean ± SD of three independent experiments. For statistical 

analysis, one-way ANOVA was performed (Dunnett post test). 

*adapted from (192) with permission from Wiley 
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The proliferative response declined significantly but only partially in plasma-treated PBMCs 

(Fig. 20). Thus, plasma-treated T lymphocytes retain their ability to become activated, even if 

long-term exposure directed many cells to programmed cell death. Importantly, plasma 

treatment did not induce cell proliferation in non-activated cells. This indicated that oxidation 

did not randomly activate lymphocytes in an antigen-independent manner.  

T cell activation induces signaling involving phosphorylation of NFκB and ERK1/2, 

triggering the MAP-kinase pathway. This leads to proliferation which was decreased in 

plasma-treated cells. Therefore, it was investigated next whether plasma treatment rendered T 

lymphocytes non-stimulable to activation via alteration of NFκB and/or ERK1/2 

phosphorylation. PBMCs were plasma-treated and subsequently incubated for 15 min at 37 

°C with or without PMA/Ionomycin. PMA and Ionomcyin are small organic compounds that 

freely diffuse into cells and activate protein kinase C without the need of surface receptor 

stimulation. This ultimately leads to NFκB and ERK1/2 phosphorylation and is quicker when 

compared to PHA-stimulation that involves surface receptor cross-linking. 

 

Fig. 21: Plasma treatment reduced the ability of T cells to become activated via NFκB and/or ERK1/2 

signaling. 

PBMCs (10
6 

cells
 
per ml in R10F) were plasma-treated (20 s) and either PMA (50 ng/ml) and Ionomycin 

(1 µg/ml), or medium alone was added immediately. Cells were incubated for 15 min at 37 °C and fixed and 

permeabilized. Cells were then stained for cells surface markers and phosphorylated NFκB and ERK1/2, and 

evaluated by flow cytometry. Plasma treatment had no effect on NFκB phosphorylation (A) and a small effect on 

ERK1/2 phosphorylation (B). In contrast, plasma-treated CD4
+
 TH cells were rendered less sensitive to 

PMA-activation as shown by reduced phosphorylation of NFκB and ERK1/2 (C, D). Shown is one 

representative of three independent experiments.  
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Confirming results of previous experiments, plasma did not activate TH cells by itself as no 

phosphorylation of NFκB was observed (Fig. 21A). A small increase in phosphorylation of 

ERK1/2 was measured in plasma-treated CD4
+
 TH compared to control cells (Fig. 21B). 

However, exposure to plasma strongly (NFκB, Fig. 21C) or partially (ERK1/2, Fig. 21D) 

reduced the ability of CD4
+
 T cells to become activated via PMA/Ionomycin stimulation. This 

suggested that plasma interferes with T cell signaling pathways contributing to the observed 

effects on proliferation in previous experiments. Investigating signaling pathways via flow 

cytometry was chosen due to the following advantages compared to traditional western 

blotting: i) it requires fewer sample handling, ii) it is quicker (within two hours), iii) it is more 

accurate as the phosphorylation is determined on a single cell level, and iv) phosphorylation 

can potentially also be determined in different populations at the same time by adding 

additional antibodies directed against surface molecules. 

Next, it was examined whether already activated and subsequently plasma-treated cells 

continued proliferation. As 
3
H-methyl-thymidine incorporation measures total but not 

individual proliferation activity, proliferative responses were next investigated on a single cell 

level using flow cytometry. PBMCs were stained with CFSE and stimulated with PHA for 48 

h prior to plasma treatment. Cells were then plasma treated and incubated for another 72 h 

prior to flow cytometric evaluation. The fluorescence intensity of CFSE-stained cells is 

bisected by each cell division. Therefore it is possible to estimate the number of proliferative 

cycles and the course of proliferation of activated T lymphocytes. The aim was to investigate 

the mechanism leading to the reduction in T cell proliferation observed in the 

3
H-methyl-thymidine experiments. Reduced proliferation could be due to increased cell death 

and/or a reduction in proliferation of viable cells.  
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Fig. 22*: Plasma treatment did not mediate a blockage of proliferation in PHA-activated T lymphocytes. 

PBMCs were stained with CFSE and incubated for 48 h with PHA (500 ng/ml) at 37 °C. Cells were then 

plasma-treated and incubated for 120 h. PBMCs were then stained with anti-CD3 APC antibodies and DAPI, and 

measured by volumetric flow cytometry (same acquisition volume for each sample). Unstained but PHA-pulsed 

cells remained non-fluorescent (A). Stained but non-activated cells were fluorescent but exhibited no 

proliferation response (single peak, B). Stained and PHA activated cells showed distinct proliferation pattern 

(multiple peaks) which are similar in intensity and portion (>97 %) for plasma-treated samples (D, E) and 

control (C). At the same time, the number of total viable T cells decreased in plasma-treated samples compared 

to control. Shown is one representative of three independent experiments. 

*adapted from (194) with permission from Wiley 

CFSE-stained PBMCs were PHA-stimulated, then plasma-treated, and cell fluorescence was 

measured after 120 h by volumetric flow cytometry. Unstained cells (fig 22A) exhibited only 

background fluorescence, while CFSE positive but not mitogen activated cells (Fig. 22B) 

remained highly fluorescent without showing the characteristic peak division profile of 

proliferating cell populations. In PHA-activated samples, almost all (>97 %) viable (DAPI
-
) 

T cells (CD3
+
) of treated and control samples alike exhibited the characteristic peak division 

profile. Thus, despite high rates of apoptosis in plasma-treated samples, proliferation of the 

remaining and viable T lymphocytes continued unimpaired.  

3.2. Cytokine expression was significantly altered in T lymphocytes 

In the previous experiments, cells were activated with mitogens. T cell activation induces the 

secretion of cytokines. Cytokines are soluble low-molecular weight proteins which establish 
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cellular communication between adjacent but also distant sites. The two main cell populations 

in PBMCs, monocytes and T lymphocytes, are highly abundant in healing wounds. 

Depending on activation state and environmental conditions, they generate pro and 

anti-inflammatory cytokines. These cytokines greatly impact and drive immune responses, 

also in wound healing. As outlined in the introductory section, non-healing wounds are 

associated with delayed resolution of inflammation and an unbalanced inflammatory cytokine 

profile. It was therefore investigated whether plasma treatment altered cytokine responses of 

PBMCs.  

Cytokines are produced in response to a stimulus. Depending on the type of cytokine, they 

can either increase inflammation or dampen it. Chronic inflammation is a key component in 

chronic wounds. Thus, PBMCs were exposed to plasma. After 48 h of incubation supernatants 

were investigated for cytokines relevant in wound healing. 

 

Fig. 23: Effects of plasma treatment on the release of cytokines. 

PBMCs were cultured with or without PHA (500 ng/ml) O/N. Cells were plasma-treated for the indicated time 

periods and incubated for another 48 h. Supernatants were analyzed by ELISA. The concentrations of IL-1β, 

IL-6, and TNFα decreased significantly following plasma treatment in a dose-dependent fashion. By contrast, 

secretion of IL-8 was elevated after plasma treatment, especially in resting PBMCs. The concentrations of IFNγ 

and VEGF were not affected by plasma exposure. Data are presented as mean + SD of three independent 

experiments. Statistical analysis was performed using one-way ANOVA (Dunnett post test; with PHA) or paired 

student’s t test (without PHA). 

In the supernatant of PHA-activated and plasma-treated cells, the cytokine profile was 

changed compared to untreated control cells (Fig. 23). Levels of highly pro-inflammatory 

IL-1β and TNFα significantly decreased. Plasma treatment did not induce their release in 
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non-stimulated cells which was also the case for IFNγ. However, levels of pro-inflammatory 

IL-8 increased in activated and significantly in non-activated and plasma-treated PBMCs. All 

cytokines investigated in PBMCs supernatants are summarized in the appendix (tab. ii p.132). 

To identify the source of the cytokines in the PBMCs culture supernatants, cells were stained 

for intracellular cytokines and investigated by flow cytometry. First, human PBMCs were 

activated with PHA O/N. Then, the protein transport inhibitor (brefeldin A) was added and 

cells were subsequently plasma-treated. After 18 h of incubation, cells were harvested and 

percentages of CD3
+
 T lymphocytes that expressed cytokines were evaluated by multicolor 

flow cytometry.  

 

Fig. 24: Plasma induced a predominantly non-inflammatory cytokine response in T lymphocytes. 

PBMCs were cultured with PHA (500 ng/ml) O/N at 37 °C. Brefeldin A was added and cells were 

plasma-treated. After 18 h of incubation, cells were harvested and stained for flow cytometric experiments. Dead 

cells were excluded by using fixable viability dyes. The percentage of GM-CSF- and RANTES-producing cells 

decreased significantly following plasma treatment. The fraction of T cells expressing the anti-inflammatory 

cytokines IL-10 and TGFβ increased significantly. Data are presented as mean + SE of 2-4 independent 

experiments. Statistical analysis was performed using one-way ANOVA (Dunnett post test). 

Similar to the cytokines measured by ELISA (Fig. 23), pro-inflammatory cytokines 

(GM-CSF, RANTES) were expressed less, while at the same time expression of 

anti-inflammatory cytokines (IL-10, IL-13, TGFβ) was increased (Fig. 24). TNFα- and IL-6 

expression profiles differed from the results of the extracellular cytokine measurements. 

These cytokines, including IL-1β, are thought to derive from innate immune cells. 

Accordingly, monocyte cytokine responses after plasma treatment were measured next.  
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Fig. 25: Plasma treatment did not alter the cytokine responses of activated monocytes. 

PBMCs were cultured with LPS (10 ng/ml) and brefeldin A for 1 h at 37 °C. Cells were plasma-treated and 

incubated for another 5 h. Percentages of cytokine-positive monocytes were assessed by multicolor flow 

cytometry. Dead cells were excluded from analysis using fixable viability dyes. Percentages of cells positive for 

any cytokines investigated did not change significantly between plasma-treated and control samples. Data are 

presented as mean + SE of 7 independent experiments.  

Compared to untreated control cells, expression levels of IL1-β, IL-6, IL-8, and TNFα in 

LPS-stimulated monocytes were not significantly affected 5 h after plasma treatment (fig 25).  

3.3. Summary of results 

It was shown in this section that plasma treatment altered the cellular behavior of 

T lymphocytes. Plasma exposure reduced lymphocyte activation by blocking NFκB and 

ERK1/2 signaling. In pre-activated T cells, however, proliferation was not affected by plasma 

in viable cells. Lymphocyte activation is associated with cytokine secretion and the cytokine 

profile of plasma-treated cells was largely non-inflammatory.  
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4. What are the mechanisms of the effects of plasma on 

immune cells? 

Different properties of cold physical plasma have been suggested to have an impact on cells. 

Among them are electrical fields, UV-radiation, thermal stress, and oxidants or reactive 

species. In this section, a series of experiments are described, which were conducted to 

decipher the mechanism(s) by which plasma exerted cytotoxic effects on PBMCs and 

especially TH cells.  

4.1. Cytotoxicity effects were dependent on plasma treatment conditions 

Plasma induced apoptosis in T lymphocytes. To understand the relationship between plasma 

treatment and cytotoxicity, the treatment conditions for PBMCs were altered. This included 

total volume, cell concentration, distance of the jet, and protein-content of the medium.  

 

Fig. 26: Plasma toxicity was dependent on total volume and cell concentration but not protein content.  

In all experiments, PBMCs were plasma-treated and stained with Annexin V, DAPI, and anti-CD4 antibodies 

after 24 h of incubation. Cell concentration had a significant effect on cytotoxicity (A). Using the same cell 

concentration but treating different volumes of cell suspension also significantly altered cell survival (B). 

Increasing the distance between the plasma jet and cell suspension produced significantly less (15 mm, 20 mm) 

toxic effects (C). The conditions of the medium did not affect cell viability (D). Data are presented as 

mean + SD of three independent experiments. Statistical analysis was done using one-way ANOVA comparing 

different treatment conditions against the first condition shown in the graph (Dunnett post test). 
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To determine what parameters were important in plasma-mediated cytotoxicity, plasma 

treatment conditions were varied (Fig. 26 and appendix Fig. ix p.134). Cell concentration 

(Fig. 26A), cell volume (Fig. 26B), and distance of the jet to the liquid (Fig. 26C) 

significantly influenced the percentage of viable TH cells. The condition of the medium in 

which PBMCs were treated (medium with or without FCS and PBS) had no influence on 

viability (Fig. 26D). Previous experiments showed a treatment-time dependent induction of 

apoptosis in lymphocytes (Fig. 16). Here, using the same treatment time and volume of the 

medium, plasma cytotoxicity was dependent on cell concentration (Fig. 26A). Likewise, using 

the same treatment time and cell concentration, less apoptosis was induced if the total volume 

treated was increased (Fig. 26B). Both results indicated that cytotoxic plasma agent(s) were 

inactivated by or reacted with cells and showed a concentration-dependent effect. 

Additionally, close proximity of the jet enhanced its cytotoxic effects (Fig. 26C).  

It appeared that the effect of plasma on liquid determined the degree of cytotoxicity. In 

experiments investigating plasma-treated liquids alone (Fig. 9), substantial concentrations of 

short and long-lived reactive molecules were found. In order to determine the contribution of 

short-lived reactive species such as 
.
O2

-
 or ONOO

-
 to cytotoxicity, medium alone was 

plasma-treated and subsequently added to PBMCs. 

 

Fig. 27: Plasma-treated medium alone also displayed cytotoxic activities.  

PBMCs were either directly plasma-treated or medium alone was exposed to plasma before adding to cells 

immediately (indirect treatment). For indirect treatment, 1 ml of medium was treated twice as long as for direct 

treatment and 500 µl of medium was added to 500 µl of PBMCs suspension at 2x10
6
 per ml in medium. After 

24 h of incubation, PBMCs were stained (anti-CD4 antibodies, Annexin V, and DAPI) and percentages of viable 

CD4
+
 TH cells measured by flow cytometry. Cytotoxicity of both treatment regimens was similar and differences 

were non-significant (A). Plasma-treated medium was given at different time points to cells (B). Medium 

significantly lost activity after 2 h and 6 h of incubation. Data are presented as mean + SD of three independent 

experiments. Statistical analysis was performed using two-way ANOVA (Dunnett post test). 
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Direct and indirect plasma treatment yielded similar toxicity in CD4
+
 TH cells (Fig. 27A). 

Even 6 h after treatment and incubation at 37 °C, plasma-treated medium still displayed 

cytotoxic effects although to a significantly lesser extent compared to freshly treated medium 

(Fig. 27B). These results made action of a stable oxidant, such as hydrogen peroxide, likely 

and its specific contribution to plasma-mediated cytotoxicity was tested next. 

4.2. Hydrogen peroxide was central in plasma-mediated cytotoxicity 

In the preceding section it was concluded that the plasma-mediated cytotoxicity was most 

likely elicited by a stable oxidant. Hydrogen peroxide displays a long half-life in solution and 

is known to be cytotoxic. Hence, it was investigated which portion of plasma-mediated cell 

death may be due to H2O2 deposition by plasma. RNS and superoxide were also scavenged to 

confirm their negligible direct role in plasma-mediated apoptosis as suggested by indirect 

plasma treatment (Fig. 27).  

 

 

 

Fig. 28: H2O2 was the main cytotoxic plasma agent.  

PBMCs were directly plasma-treated in the presence of antioxidant enzymes or proteins, or vehicle controls. 

Viability of CD4
+
 TH cells was assessed by Annexin V / DAPI staining after 24 h of incubation at 37 °C. 

Addition of catalase prior to plasma treatment fully protected cells to plasma cytotoxicity (A*). Supplementation 

of catalase immediately after treatment greatly improved viability. H2O2 alone also induced apoptosis in vehicle 

controls only, while addition of uric acid or superoxide dismutase prior to plasma exposure showed similarly 

decreased viability as in vehicle controls (B). Data are presented as mean + SD of three independent 

experiments.  

*adapted from (185) with permission from Informa Healthcare 

catalase 
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To investigate the contribution of different plasma-derived reactive molecules, PBMCs were 

plasma-treated in the presence of species-degrading enzymes or an antioxidant. Catalase 

inactivates hydrogen peroxide (H2O2), while superoxide dismutase (SOD) inactivates 

superoxide. Uric acid scavenges RNS such as peroxynitrite. Uric acid or SOD showed no 

protective effect (Fig. 28B) but catalase fully protected plasma-treated CD4
+
 TH cells 

(representatively shown for lymphocytes) when added before exposure (Fig. 28A). Adding 

catalase after treatment yielded very low apoptosis.  

The cells were also exposed to experimentally added H2O2 (Fig. 28A) using a treatment time 

matched concentration calculated from initial experiments measuring H2O2 in plasma-treated 

medium alone (Fig. 9A). Experimentally added H2O2 led to similar survival rates compared to 

plasma treatment underlining its central part in cytotoxicity. It was also indirectly shown that 

H2O2 reacted with the cells as its concentration was lower in supernatants of plasma-treated 

PBMCs (1 h: 25 µM and 24 h: 3 µM) compared to plasma-treated medium alone (1 h: 60 µM; 

24 h: 9 µM) alone (Fig. 9A and appendix Fig. viii p.133). Further, it was the specific 

enzymatic activity of catalase that provided protection as no H2O2 was measured in 

supernatants of plasma-treated PBMCs in the presence of catalase (appendix Fig. viii p.133). 

Catalase protected CD4
+
 TH cells from apoptosis and no change in the 

CD45RA/CD45R0/CD62L expression pattern of plasma-treated but catalase protected 

TH cells was observed (not shown). 

How was H2O2 mediating cellular damage? It is a relatively slow reacting oxidant and not 

toxic per se. Presence of metal ions such as Fe
2+

, however, leads to generation of 
.
HO (Fenton 

reaction) which rapidly oxidizes biological molecules. A second possibility was that 

monocyte/macrophage myeloperoxidase (MPO) further oxidized H2O2 to 
-
OCl which is 

highly toxic. To test this hypothesis, PBMCs were incubated with the MPO inhibitor 

4-ABAH prior to plasma treatment (Fig. 29).  
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Fig. 29: H2O2-induced lymphocyte death is independent of MPO.  

PBMCs were incubated with 100 µM of the MPO-inhibitor 4-ABAH or vehicle control, directly plasma-treated, 

and CD4
+
 T lymphocyte viability was assessed using Annexin V and DAPI after 24 h of incubation. 

MPO-inhibition did not protect cells from cytotoxic plasma effects (A). Absence of monocytes led to 

plasma-induced cell death in fluorescence-activated-cell-sorted CD4
+
 T lymphocytes (purity >98 %) (B). Data 

are presented as mean + SD of two (A) and four (B) independent experiments. Statistical analysis was done 

using one-way ANOVA (Dunnett post test). 

MPO is not involved in plasma-mediated cytotoxicity as its inhibition lead to similar cell 

viability in plasma-treated cells (Fig. 29A) compared to PBMCs treated without MPO 

inhibition. This finding was supported by plasma exposure of highly purified CD4
+
 T cell 

suspensions devoid of monocytes/macrophages. Significant percentages of plasma-treated 

CD4
+
 T cells were apoptotic (Fig. 29B). Thus, plasma-deposited H2O2 did not act indirectly 

via its conversion to 
-
OCl. As described in the introduction, 

.
HO in the gas phase in thought to 

generate H2O2 in the gas and liquid phase of plasma. As H2O2 was important in 

plasma-mediated cytotoxicity it was next investigated whether there were alternative routes of 

H2O2 production.  

Generation of 
.
HO in the gas phase is dependent on the presence of oxygen. The plasma setup 

was modified in a way that allowed controlling the influx of ambient air species into the 

plasma effluent by using a gas shielding device (appendix Fig. ix p.133). N2 (2 slm) was used 

as the curtain gas and argon (1 slm) served as the feed gas. The plasma effluent was operated 

in close proximity to the liquid. This setup allowed complete exclusion of any oxygen to 

interfere with plasma in the gas phase. As N2 served as the shielding gas, no ROS and only 

RNS were generated in the plasma gas phase. The cytotoxicity of this setup was evaluated 24 

h after plasma-treatment of PBMCs. 
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Fig. 30*: Oxygen was dispensable for plasma cytotoxicity.  

N2-shielded plasma was used to treat PBMCs and evaluate TH (CD4
+
, A) and monocyte (CD14

+
, B) survival 

after 24 h of incubation using Annexin V and DAPI. Plasma was cytotoxic but the presence of catalase abrogated 

harmful plasma effects in both cell types. Data are presented as mean + SD of four independent experiments.  

*adapted from (195) with permission from IEEE 

It was investigated whether gas-phase derived O2 was essential in plasma-mediated 

cytotoxicity to CD4
+
 TH cells (Fig. 30A) or monocytes (Fig. 30B) in PBMCs. Plasma was 

cytotoxic to CD4
+
 TH cells but to a lesser extent compared to the setup used normally 

throughout this work. Also, catalase protected lymphocytes and monocytes from toxic plasma 

effects in this alternative treatment regime, making a ROS-independent pathway of generation 

of H2O2 likely. Together, H2O2 was identified as the central cytotoxic agent in plasma-treated 

lymphocytes and monocytes.  

4.3. H2O2 was the main but not the only oxidizing agent in cells 

Plasma-induced apoptosis was highly dependent on the presence of H2O2. Next, it was 

investigated whether H2O2 was also central in mediating oxidation in cells. Species, such as 

superoxide, were detected (Fig. 9C) in plasma-treated medium but did not contribute to 

toxicity in plasma-treated cells (Fig. 28B). However, they could mediate cell oxidation. 

Additionally, and considering the wealth of species being created by plasma in the gas phase, 

it was hypothesized that H2O2-independent oxidation was present. To dissect the effects of 

H2O2 alone, catalase and concentration-matched experimentally added H2O2 were used as 

controls. 
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Fig. 31*: Plasma-induced oxidation in cell membranes, cytosol and mitochondria was reduced by catalase.  

PBMCs were stained with five different redox dyes and anti-CD4 and anti CD14 antibodies to discriminate their 

fluorescence in CD4
+
 TH cells (upper graphs) and monocytes (lower graphs). Directly after plasma treatment, 

cells were harvested, washed and fluorescence measured by multicolor flow cytometry. Fluorescence increase 

was similar in CD4
+
 TH cells and monocytes, and fold increase over control (= 1) of 60 s of plasma (P) or 60 µM 

of H2O2 (H) treated cells is shown. Prior to treatment, catalase (cat) was added as control. Statistical significance 

of plasma or H2O2 treated samples refers to MFI increase compared to each respective catalase treatment 

(two-way ANOVA, Sidak post test). Data are presented as mean + SE of three to seven independent 

experiments. 

*adapted from (185) with permission from Informa Healthcare 

PBMCs were stained separately with five different redox-sensitive probes and exposed to 

plasma (60 s) or treated with a treatment-time matched concentration of H2O2 (60 µM). 

Fluorescence was recorded gating on TH cells (Fig. 31, upper graphs) and monocytes (Fig. 31, 

lower graphs). Similar fluorescence patterns were observed in CD4
+
 TH cells and monocytes 

for all dyes used. Three different compartments were investigated: cell membrane (bodipy), 

cytoplasm (DCF, APF, HPF), and mitochondria (Mitosox). All probes responded to plasma 

and H2O2 treatment but plasma treatment always induced a higher fluorescence increase 

compared to H2O2 treatment. As both treatments induced cell death to a similar extent this 

pointed to an impact of species other than H2O2. Also, fluorescence increase differed 

significantly (DCF, mitosox, bodipy) or non-significantly (APF, HPF) between samples with 

and without catalase, independent of plasma or H2O2 treatment. While catalase fully protected 

oxidation of mitosox (present in mitochondria), only partial protection of oxidation was 

observed in the cell membrane and cytosol.  
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4.4. Summary of results 

In this section, it was investigated how plasma mediated its effects on cells. Plasma-induced 

apoptosis was dependent on cell concentration and the total volume treated suggesting a 

dose-like relationship in cytotoxicity on cells. Also, plasma-treated medium alone exhibited 

similar cytotoxic properties compared to cells being directly exposed to plasma. This made a 

direct contribution of UV-radiation, elevated temperatures, or electrical fields to plasma 

cytotoxicity unlikely. Cytotoxicity of plasma-treated medium was effective for many hours, 

arguing for action of a long-lived oxidant. Accordingly, the role of hydrogen peroxide was 

investigated and found to be the main cytotoxic agent inducing apoptosis in plasma-treated 

cells. The contribution of other species to toxicity such as hypochlorous acid, superoxide, or 

RNS was found to be minor. Use of redox-sensitive probes indicative of oxidation revealed a 

plasma-induced, but H2O2-independent, oxidation at the membrane and in the cytosol without 

cytotoxic consequences.  

Up to now in this study, PBMCs were investigated and it was shown how they were affected 

by plasma treatment and by which mechanisms the reactions were possibly mediated. 

Monocytes and lymphocytes migrate into the wound bed during the late phase of 

inflammation. Intriguingly, non-healing wounds are frequently associated with chronic 

inflammation which is thought to be a neutrophil-driven process. Neutrophil granulocytes 

have a sophisticated arsenal of toxic molecules to fight infections but these can also mediate 

tissue destruction. Therefore, neutrophils were investigated next to decipher by what means 

exposure to plasma modulated their behavior in vitro. 
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5. Plasma treatment of human neutrophils 

Plasma treatment of PBMCS induced oxidative stress and apoptosis, especially in 

lymphocytes. Exposure to plasma also modulated their cytokine response towards a 

non-inflammatory profile. Hyper inflammation is thought to play a crucial role in chronic 

wounds. It prolongs the inflammatory phase in wound healing and subsequently inhibits its 

transition towards a pro-resolving phenotype. An important cell type mediating inflammation 

is the neutrophil granulocytes. Neutrophils effectively kill microorganisms in an 

oxidant-dependent or -independent manner leading to inflammation in tissues but potentially 

also destruction. Elevated numbers of neutrophils are associated with non-healing wounds. 

Plasma is a promising treatment option in this disease and it was therefore vital to investigate 

the neutrophil response to plasma treatment. In all experiments, polymorpho-nuclear cells 

(PMNs) were isolated by dextran sedimentation followed by ficoll centrifugation, thereby 

separating PMNs from PBMCs. The dominant cell population in PMNs is neutrophils with 

usually less than 5 % eosinophils (appendix Fig. xi p.134). Exclusion of DAPI (>95 %), 

purity in terms of PBMCs contamination (<5 %), and percentage of eosinophils (1-10 %) was 

always assessed by flow cytometry to quality control successful isolation of PMNs. The aim 

of this section was to examine whether plasma treatment had an influence on neutrophil 

behavior and/or function associated with their pivotal role in wound healing. 

5.1. Plasma oxidized neutrophils but only partially induced apoptosis 

Oxidation and apoptosis induction was shown in plasma-treated PBMCs. However, neutrophil 

biology strongly differs from lymphocyte biology. Under cell culture conditions, neutrophils 

are short-lived cells with a half-life of 6-8 h. During cell isolation procedures they can easily 

become primed and extreme care must be taken during further handling to avoid activation 

and aggregation. Moreover, neutrophils are potent producers of ROS which in turn also play a 

central role in neutrophil biology and physiology. These considerations were important in 

designing experiments to assess viability and oxidation. 
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Fig. 32: Plasma oxidized PMNs in a H2O2-dependent manner.  

PMNs were separately stained with six different redox-sensitive dyes, treated with plasma, and mean 

fluorescence was acquired by flow cytometry. A strong fluorescent increase was observed, e.g., in DCF 

(representative overlay A). Oxidation was measured in different cellular compartments using the following dyes: 

cytosol (DCF, DHR123, APF), mitochondria (Mitotracker orange, mitosox), and cell membrane (bodipy) (B). 

Three min of plasma exposure strongly increased mean fluorescence, especially of cytosolic probes. Addition of 

catalase prior to exposure resulted in fluorescence intensities similar to controls. Argon gas (ar) treatment 

(1 min) alone did not induce any oxidation. Data are presented as mean + SD of duplicates of one representative 

of three independent experiments. Statistical analysis was done using one-way ANOVA (Dunnett post test). 

PMNs were stained with different redox-sensitive probes prior to plasma treatment and 

fluorescence was acquired using flow cytometry. Plasma-treated cells displayed a 

H2O2-dependent oxidation in all cellular compartments investigated (cell membrane: bodipy; 

cytosol: DCF, DHR123, APF; mitochondria: mitosox, Mitotracker orange) (Fig. 32B). 

Although neutrophils are known to be prone to shear forces and consequently can become 

activated, 1 min of argon gas treatment was assessed. Argon treatment did not result in a 

fluorescence increase indicative of spontaneous cellular activation. This was an important 

consideration for further experiments. As oxidation and cell death correlated well in 

experiments of plasma-treated lymphocytes, it was next investigated whether plasma also 

induced apoptosis in neutrophils.  
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Fig. 33: Plasma treatment led to decreased neutrophil numbers but did not induce apoptosis.  

PMNs were plasma-treated, incubated at 37 °C, and percentages of viable (Annexin V
-
/DAPI

-
) cells measured 

after different time points. An increase in induction of apoptosis in plasma-treated compared to control cells was 

not observed for any time point tested (A). Cell numbers of plasma-treated (3 min) samples decreased after 6 h 

and 24 h, respectively (B). Data are presented as mean + SD of five independent experiments.  

Plasma treatment oxidized neutrophils. Therefore, it was assessed whether their viability was 

compromised. Exposure to plasma showed no significant effects on cell viability (Fig. 33A) 

but fewer cells were recovered with increasing incubation time after plasma treatment 

(Fig. 33B). Isolated neutrophils undergo major spontaneous apoptosis, making it difficult to 

determine if plasmas treatment enhances that rate. As it was not clear whether the loss of cells 

(Fig. 33B) was due to increased attachment of the cells or necrosis, supernatants of plasma-

treated cells were taken and analyzed for the presence of lactate dehydrogenase indicative of 

cell membrane damage. All samples tested were negative for LDHB up to 48 h after plasma 

treatment (appendix Fig. xii p.135). As this made plasma-induced necrosis in neutrophils 

implausible it was more likely that plasma-treated neutrophils may have adhered to the cell 

culture plastic or were otherwise altered, making them hard to recover for flow cytometry. 

Therefore, another viability assay was used measuring metabolic turnover from resazurin to 

resorufin. This method gave a measure of all cells per well and not only cells that could be 

recovered for flow cytometry. 
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Fig. 34: Metabolic activity decreased significantly in plasma-treated PMNs.  

PMNs were plasma-treated and immediately aliquoted (4 replicates per sample) into 96 well plates. Resazurin 

was added (final concentration 200 µM) and fluorescence monitored over 24 h at 37 °C using a plate reader. The 

representative kinetic showed increased metabolic activity in control for the first 10 h of reading, while in 

samples exposed to 3 min of plasma the fluorescence signal stagnated 4-6 h after seeding (A). R.F.U. were 

normalized to controls and quantification at three different time points revealed a significant difference for 3 min 

plasma-treated samples only (B). Data are presented as mean + SE of four to eight independent experiments.  

Metabolic activity was significantly lower in plasma-treated cells compared to controls 

(Fig. 34). This effect was only partially abrogated by catalase, while H2O2 or argon gas 

treatment had no significant effect on activity. The rate of resazurin transformation was the 

highest within the first 2-3 h after seeding (Fig. 34A) and plasma-treated cells only showed 

effects different from controls after 4-8 h of incubation. As no apoptosis was present at that 

time it was concluded that, at least in part, exposure to plasma altered the cellular phenotype 

or activity which was investigated next. 

5.2. Cellular oxidative burst remained functional after plasma treatment 

Compared to the effect of plasma on the viability of PBMCs, PMNs viability was only 

marginally altered. It was thus the question whether plasma treatment manipulates effector 
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functions of neutrophils. In response to stimulation, neutrophils can quickly assemble 

Nox2-related proteins at the cell membrane, ultimately inducing a quick (seconds to minutes) 

respiratory burst resulting in production of superoxide. It was investigated whether neutrophil 

burst activity was affected after plasma treatment. 

 

Fig. 35: Exposure to plasma attenuated the oxidative burst 

For assessment of superoxide production, PMNs were plasma-treated and immediately added to cuvettes 

incubated at 37 °C. PMA was added (100 nM final concentration) and absorbance measured at 550 nm over 

10 min (A). The slope of control cells (black line) was slightly steeper compared to plasma-treated cells (dotted 

line). Quantification and normalization of slopes revealed a significant decrease for 3 min plasma-treated 

samples (B). Controls produced ~6 µM 
.
O2

-
/min/10

6
 cells. Neutrophils were also stained with the redox-sensitive 

probe DHR123 and incubated with opsonized bacteria (Escherichia coli) for 10 min at 37 °C. The mean 

fluorescence of the oxidative burst in response to phagocytozed bacteria was slightly increased in plasma- treated 

samples but not argon gas controls (C). Data are presented as mean + SD of four (B) and three (C) independent 

experiments. Statistical analysis was carried using one-way ANOVA (Dunnett post test). 

Neutrophil respiratory burst was tested by measuring superoxide production after 

PMA-stimulation and DHR123 fluorescence after incubation with Escherichia coli. Plasma 

treatment had a subtle but significantly reducing effect on the oxidative burst after PMA 
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activation (Fig. 35B). Cell counts were similar in all samples (appendix Fig. xiii p.135) 

excluding the possibility that during plasma treatment neutrophils became increasingly 

adherent which would have affected the number of cells transferred to the cuvettes for 

analysis of superoxide production. In contrast to PMA-stimulation, oxidative burst was 

slightly increased in response to physiological stimulus (Escherichia coli, Fig. 35C). The 

oxidative burst of is one important feature of the neutrophil antimicrobial defense system, 

bacterial phagocytosis and killing are others. Accordingly, it was tested whether plasma 

treatment altered neutrophil’s ability to take up and subsequently kill engulfed bacteria. 

 

Fig. 36: Neutrophil bacterial killing was not significantly impeded by plasma treatment.  

Bacteria were opsonized in autologous serum for 30 min at 37 °C. Neutrophils were seeded into wells of a 

24 well late (10
7
 per ml in Hank’s containing 10 % autologous serum) and plasma-treated (3 min). Immediately 

after treatment, bacteria (10
8
 in total) were added to each well and also to one well containing Hank’s only. Cell 

suspensions were transferred to 1.5 ml Eppendorf tubes and incubated for 30-45 min, while rotating in an 

incubator. Neutrophils were lysed and diluted suspensions then plated on blood agar. Plates were incubated O/N 

at 37 °C and colonies were counted and normalized to plates with bacteria incubated without neutrophils 

(100 %). Killing of Pseudomonas aeruginosa (p.a.) and Staphylococcus aureus (s.a.) was similarly effective in 

plasma-treated and control cells. Data are presented as mean + SD of two (p.a.) and three (s.a.) independent 

experiments. Statistical analysis was done using unpaired student’s t test. 

Neutrophil killing of bacteria was neither significantly enhanced nor reduced by plasma 

treatment (Fig. 36). This again suggested that neutrophil activity was not severely impaired by 

plasma treatment. Apart from phagocytosis and intracellular killing, neutrophils have evolved 

several other mechanisms to inactivate or kill invading bacteria. Among them is the formation 

of extracellular structures (NETs) that efficiently entrap microorganisms and whose formation 

is linked to the generation of reactive species by neutrophils. It was thus investigated whether 

exposure to plasma may elicit the production of these NETs. 
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5.3. Plasma treatment induced neutrophil extracellular trap formation 

One of the major findings in neutrophil biology in the past decade was the cell’s extrusion of 

cellular DNA to the extracellular space. These structures are called neutrophil extracellular 

traps (NETs) and serve as a host defense mechanism to trap pathogens, thereby inhibiting 

their proliferation. This is an active process and elicited in response to various stimuli. 

Decreasing cell numbers but not increasing apoptosis already suggested cellular aggregation 

which is typical for NET formation. Light microscopic evaluation further demonstrated the 

increased presence of large aggregates of neutrophils in plasma-treated cell suspensions 

compared to controls. It was thus investigated next whether exposure to plasma stimulated 

neutrophils to make NETs. 

 

Fig. 37: Plasma-treated neutrophils and their supernatants stained positive for DNA.  

Neutrophils were plasma-treated, immediately seeded into black 96 well plates containing Sytox orange, and 

fluorescence monitored for 4 h at 37 °C using a plate reader (A). One representative of eight independent 

experiments is shown. Plasma induced stronger fluorescence and argon-, H2O2-, or catalase controls were similar 

to non-treated cells. Quantification revealed significantly increasing fluorescence for 1 min and 3 min of plasma 

treatment only and for incubation times exceeding 2 h after exposure (B). DNA in supernatants of treated cells 

was not significantly elevated after 6 h but was after 24 h of treatment compared to controls (C). If cell 

suspensions were treated with DNAse 3 h after exposure to plasma (P), a 20-fold increase in DNA-fluorescence 

was observed compared to control (Y-axis) and comparable to PMA-induced NET production (D). Data are 

presented as mean + SD of eight (B), three (C), and four (D) independent experiments. Statistical analysis was 

performed using one-way (C) or two-way (B) ANOVA, respectively. 
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Already 1 h after exposure, PMNs showed enhanced DNA fluorescence compared to control 

(Fig. 37A). This process was not inducible by H2O2 or argon gas treatment alone but was 

catalase-inhibitable (Fig. 37B). H2O2 was added in three different ways: at once (a bolus), 6x 

30 µM, or in addition to argon gas control (appendix Fig. xiv p.136). The effect of a split 

dosage of H2O2 was not different from effects when it was given as a bolus. As argon gas or 

H2O2 alone led to a subtle increase in fluorescence it was investigated whether their 

combination may increase neutrophil responses. H2O2 given during the argon gas treatment 

resulted in a very similar fluorescence increase compared to argon gas treatment alone 

(appendix Fig. xiv p.136). Moreover, MPO inhibition using 4-ABAH did not increase or 

decrease the fluorescence of plasma-treated cells (appendix Fig. xiv p.136) pointing to an 

MPO-independent reaction. Fluorescence, as measured in the plate reader, does not 

discriminate between nuclear DNA from non-viable cells and extracellular DNA. Therefore, 

supernatants were investigated for DNA content. After 6 h, no additional DNA was measured 

but a significant increase was measured in supernatants taken after 24 h (Fig. 37C). However, 

if DNAse was added to neutrophils 3 h after plasma treatment and supernatants were stained 

with Sytox green, a very strong increase in fluorescence over control was observable (Fig. 

37D). The increase was similar when PMA was added, a known inducer of NETs. These 

results provided strong evidence that the observed fluorescence increase was due to NETs. To 

confirm this hypothesis, PMNs were plasma-treated and incubated at 37 °C in a live cell 

microscope with frequent image acquisition of mosaic patterns (3x3). After batch stitching 

and cropping, an algorithm was written that excluded low fluorescence (background) as well 

as high fluorescence (nuclei) to perform quantitative image analysis for total NET-area. 

 



Results 

92 
 

 

 Fig. 38: Quantitative image analysis of total NET area.  

Neutrophils were plasma-treated and DNA fluorescence acquired every 30 min. Shown are representative 

images of control (A) and plasma-treated (B) PMNs after 3 h of incubation. Here, NET area of plasma-treated 

but not argon gas or H2O2 (180 µM) treated cells increased significantly compared to control cells (C). Data are 

presented as mean + SD of four to six independent experiments. Statistical analysis was performed using two-

way ANOVA comparing all means and applying Tukey post-test. 

Plasma treatment of neutrophils led to significantly increased total NET-area (Fig. 38C). 

Catalase abrogated this effect but addition of exogenous H2O2 did not initiate it. Diffuse 

structures formed around cells between 60-90 min after treatment which were enumerated as 

NETs. It is described that long, string-like NETs are an experimental artefact rather than a 

long-distance expulsion from neutrophils. To verify that DNA was not expelled accidently but 

was due to an active process (NETosis) neutrophils were plasma-treated, stained against DNA 

and neutrophil elastase, and imaged using confocal laser scanning microscopy. Elastase is a 

serine proteinase and associated with neutrophil azurophilic granules. It destroys bacteria but 

also host tissue and is associated with prolonged inflammation. NETs are decorated with 

elastase which confers some of their antibacterial activity. Elastase is therefore a suitable 

co-stain to confirm the presence of NETs. 
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Fig. 39: Verification of NET structures after plasma treatment.  

Neutrophils were plasma-treated, incubated for 2 h, and stained for DNA (DAPI, A) and elastase (anti-elastase 

antibody, B). Overlay of both signals showed congruent staining and thereby confirmed the presence of NETs 

after plasma treatment (C). Structures shown were frequently present in fixed preparations of plasma-treated 

samples but not in controls. 

String-like DNA (observed when preparations are subject to disturbance when fixing and 

staining) was associated with elastase (Fig. 39C) verifying that the structures released upon 

plasma treatment were neutrophil extracellular traps, a product of neutrophil ETosis. Thus, 

plasma induced a NET-response observable from 60-90 min after exposure and with a 

consistent increase after that. NETs are also decorated with antibacterial proteins, e.g., the 

reactive oxidant-producing enzyme myeloperoxidase (MPO). MPO is stored in primary 

granules and can be released independently of NETs by degranulation. Likewise, various 

inflammatory cytokines can be released by neutrophils upon activation. It was, therefore, 

investigated in the following section how plasma-treated neutrophils manipulated their 

environment in addition to release of extracellular traps. 

5.4. Neutrophil cytokine and MPO release was also modulated after 

exposure to plasma 

Neutrophils release NETs, cytokines, and antibacterial proteins, such as MPO in response to 

stimulus, directly or indirectly resulting in enhanced bacterial clearance but also 

hyper-inflammation and tissue destruction. Using neutrophil supernatants, the presence of 

soluble inflammatory mediators was investigated as these also play a pivotal role in wound 

healing. IL-8 for example can induce NET-release and IL-1β, IL-6, and TNFα are associated 

with slow-healing wounds and prolonged inflammatory responses.  

A B C
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Fig. 40: Cytokine response of plasma-treated neutrophils.  

Neutrophils (10
6
 per ml in R10F) were plasma-treated and supernatants collected after 3 h, 6 h, and 24 h. Using 

ELISA, IL-8 concentration was quantified against a known standard and showed increased IL-8 levels with 

increased incubation and plasma treatment time (A). Intracellular cytokine measurements using flow cytometry 

verified neutrophils to be the origin of IL-8 as levels decreased in plasma-treated cells 24 h after exposure (B). 

Investigation of other inflammatory cytokines using Luminex technology showed significantly decreased levels 

of IL-1β and IL-6 24 h after exposure (C). Data are presented as mean + SD of replicates of four (A, B) or three 

(C) different donors. Statistical analysis was performed using two-way ANOVA comparing treated samples to 

control (0 s, Dunnett post test, A) or using paired student’s T test (B, C). 

IL-8 release increased in plasma-treated samples but only significantly 24 h after exposure, 

thereby IL-8 release was not linked to NET-induction (Fig. 40A). Monocytes/macrophages 

also produce IL-8 and as isolation procedures never yield 100 % pure neutrophil suspensions, 

intracellular IL-8 was measured in neutrophils by flow cytometry to verify these cells as the 

source. Cells were incubated without protein transport inhibitors, allowing the release of IL-8. 

Accordingly, the mean fluorescence of IL-8 in neutrophils (Fig. 40B) decreased, arguing for 

its release which was measured by ELISA. The cytokines IL-1β, IL-6, and TNFα are 

associated with neutrophils and inflammation and their levels in supernatants decreased with 

increasing treatment time (Fig. 40C). A summary of all cytokines investigated in supernatants 

of plasma-treated neutrophils can be found in the appendix (tab. iii p.137). 
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Neutrophils not only mediate inflammation by cytokine release but also by degranulation. 

Primary granules, containing for example MPO, can be quickly released upon activation. 

Therefore, the presence of MPO was assessed in neutrophil supernatants as a measure of 

degranulation. 

 

Fig. 41: Extracellular MPO activity is decreased after plasma treatment.  

Neutrophils (10
6
 per ml in Hank’s) were plasma-treated and supernatants collected after 1 h incubation at 37 °C. 

Amplex ultra red and H2O2 was added to supernatants and the fluorescence increase recorded over 40 min in a 

plate reader (A). Plasma- but not argon gas treatment reduced MPO enzymatic activity in neutrophil 

supernatants. Data are presented for one representative (A) or mean + SD (B) of three experiments from different 

donors.  

MPO activity was found to be decreased by half in plasma-treated supernatants and argon gas 

treatment had no effect (Fig. 41B). As this assay determines MPO-activity but not 

concentration results can be due either to reduced MPO activity, reduced MPO-concentration, 

or both. Regardless of this, results suggest a decreased inflammatory potential.  

5.5. Summary of results 

Although plasma treatment induced strong oxidation in human neutrophils their viability and 

function (oxidative burst, phagocytosis) was only marginally compromised. Plasma also 

induced formation of extracellular traps, accompanied by an increase of IL-8 but decrease of 

inflammatory mediators such as MPO, IL-1β, IL-6, and TNFα. Taken together these results 

suggest a gain of function (NETs) while not spurring further inflammation. 
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Chapter 6. Discussion 

1. Generation of reactive species by plasma, and their interplay 

In this work, human leukocytes in liquid suspension were treated by an atmospheric pressure 

argon plasma jet. Plasma is an ionized gas and mediates its effects, at least in part, by creating 

reactive species in the gas phase. Species then diffuse into the liquid, ultimately reaching the 

cells. Firstly, it was investigated what species were present after plasma treatment. Several 

biologically-relevant reactive species were identified which are normally present in 

mitochondria and fought by (anti-)oxidative defense systems of eukaryotes but were 

generated by plasma in this work: hydrogen peroxide (H2O2), nitrite (NO2
-
), peroxynitrite 

(ONOO
-
), and superoxide (

.
O2

-
) (Fig. 9 p.56).  

Hydrogen peroxide is central in oxidative stress and cytotoxic at higher concentrations 

(174). It generation was likely a product of two hydroxyl radicals (Fig. 8B p.55) associating 

via a collision partner (196,197). Unexpectedly, addition of oxygen to the feed gas yielded 

significantly less H2O2 in liquids although H2O2 can be a product of direct two-electron 

reduction of oxygen (198). The ability to modulate H2O2 concentrations generated by plasma 

could be beneficial in tailoring plasma according to a given application. 

The inert inorganic anion nitrite was formed by plasma treatment and its concentration was 

also modulated by the feed gas composition (appendix Fig. ii p.128). NO2
-
 is non-toxic and a 

byproduct of nitric oxide production in vivo (199). However, it can also be recycled to form 

nitric oxide especially under hypoxic conditions (200). Nitric oxide has pro-angiogenic 

properties beneficial in wound healing (201). Plasma-deposited NO2
- 
could have been formed 

by autoxidation of nitric oxide (202), or was a possible reaction product of nitric oxide with 

singlet oxygen (203) which were both detected previously in the plasma gas phase (80,204).  

The finding that tyrosine was converted to 3-nitrotyrosine (NY) supported the notion that 

RNS such as peroxynitrite were formed by plasma (Fig. 9D p.56). High concentrations of 

ONOO
-
 are cytotoxic (205), partially due to its ability to form hydroxyl radicals (206). NY 
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was detected only during direct, but not after indirect, plasma exposure of tyrosine in solution. 

Due to its short-lived nature (t1/2 = 1.9 s) RNS would have rapidly decomposed to give nitrite 

(205) during indirect treatment which was indeed present after plasma treatment (Fig. 9B 

p.56). ONOO
-
 could have been formed from H2O2 and nitrite under acidic conditions (207). 

Both PBS and media are buffered solutions but it is hypothesized that plasma creates a local 

and very short drop in pH, thereby possibly allowing this reaction (208). The finding that the 

H2O2-scavenging enzyme catalase partially but significantly reduced NY-formation in PBS 

and medium alike, supports this possibility.  

Superoxide was also deposited by plasma into liquids (Fig. 9C p.56). It is assumed to be 

toxic to cells (209). 
.
O2

- 
is created by adding one electron to oxygen, and is hypothesized to 

derive from the hydroperoxyl radical which itself may be a product of photoreactions with 

H2O in the plasma gas phase (77).  

Plasma treatment effectively oxidized not only fluorescent redox-sensitive probes but also 

glutathione (GSH) (Fig. 10 p.57) which is an important part of the oxidant-detoxification 

system (210). Accordingly, it was likely that plasma induced oxidative stress in leukocytes. 

2. Behavior of monocytes and lymphocytes in response to 

plasma treatment 

Leukocytes can be subdivided into PBMCs, containing monocytes and lymphocytes, and 

granulocytes. Both monocytes and lymphocytes are long-lived cells with a life-span of days to 

years. In contrast, neutrophil granulocytes only have a short half-life of 6-8 h in the blood and 

their purpose after immigration to the wound site is bacterial clearance and ultimately cell 

death. Attributing to these fundamentally different, almost opposite, patterns of cell viability 

this work was bisected into investigating the impact of plasma on PBMCs on the one hand, 

and studying its effects on neutrophils on the other hand. Determining the cellular responses 

towards plasma is important for understanding the modulating effect of plasma on wound 

environment. 
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2.1. The redox modulation after plasma treatment 

Plasma generated various reactive components in the gas phase which were transported into 

the liquid, thereby creating an oxidative environment. Cells feature several protective 

mechanisms including glutathione (GSH) to counter-act oxidative stress (211). GSH 

constitutes and regenerates the majority of free thiols in cells to maintain redox homeostasis 

(212). Measuring the intracellular free thiol content in living cells using a suitable fluorescent 

probe (213), an significant increase was observed 2 h and 6 h after plasma treatment 

compared to controls (Fig. 11C p.60). This was unexpected, but suggests an active GSH 

synthesis in response to plasma treatment since the cell culture medium and cells were likely 

to be oxidized by reactive species. Supporting this notion, thiol-upregulation in oxidatively 

stressed T lymphocytes has been shown before (in presence of dendritic cells) (214). 

Upregulation of GSH was also shown to be beneficial in survival of IL-2 deprived T 

lymphocytes in response to growth factors (215). In general, GSH is important for 

lymphocyte activation and proliferation (216) and low levels are associated with apoptosis in 

T cells (217). Increased GSH-levels were found in viable T cells 24 h after plasma treatment 

(Fig. 11C p.60) which suggests an active protection mechanisms of these cells against 

oxidative stress. 

To confirm that plasma really induced cellular oxidative stress, several redox-sensitive 

probes were employed (Fig. 31 p.82). Interestingly, oxidation patterns in cell membrane, 

cytosol, and mitochondria were similar in lymphocytes and monocytes although the latter are 

themselves equipped with a ROS-generating molecular machinery (105). This indicates i) that 

endogenous monocyte-derived ROS did not significantly contribute to cellular oxidative 

stress, and ii) that plasma did not induce an oxidative burst in monocytes. An increase in the 

fluorescence of bodipy probe indicated membrane oxidation which can have consequences 

beyond the biomembrane itself (218), including ROS amplification, changes in membrane 

fluidity, or impairment of lipid-protein interactions (219). ROS generate lipid-peroxides in the 

cell membrane of T cells (220) which, in turn, can oxidize intracellular or near-membrane 

molecules (221). Indeed, oxidative stress was propagated in the cytosol as measured by 

increased fluorescence of DCF, indicative of cell damage (222) mediated by plasma 
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treatment. Also, mitochondria were oxidized and loss of mitochondrial membrane potential 

was measured in plasma-treated cells (Fig. 12 p.61). Taken together, these results show that 

plasma seemed to alter cellular redox hemostasis and mitochondrial integrity, pointing to 

damage of cells and a possible loss in viability.  

2.2. Plasma treatment and apoptosis 

After plasma treatment, PBMCs showed lower cell metabolism (Fig. 13 p.62) indicative of 

cell damage. Plasma was previously shown to induce transient cell poration (223) possibly 

leading to necrotic damage. Accordingly, necrosis was looked for and found to be at 

negligible levels (Fig. 15 p.63), making plasma-mediated induction of apoptosis likely. 

However, necrosis can also occur at later stages and hours after physical insult. Yet, also other 

findings pointed to apoptosis including increased levels of GSH (Fig. 11C p.60) and 

mitochondrial membrane depolarization (Fig. 12 p.61) (224,225). Apoptosis is an active and 

tightly controlled cellular process requiring energy (176). This explains the presence of intact 

and damaged mitochondria in the same cell, because ATP production by mitochondria is 

required at least during the first 2 h of apoptosis (226). Enzymes involved in apoptosis display 

the highest activity at 37 °C. Cell death in lymphocytes was reduced at lower temperatures 

(appendix Fig. iii p.129), supporting the notion of an active process such as apoptosis. 

Nonetheless, an inhibition of caspases would further strengthen this finding. A molecular 

hallmark of apoptosis is the activation of executioner caspase 3 as its protease activity is 

indispensable in chromatin condensation and DNA fragmentation (227). Six to twelve hours 

after plasma treatment, caspase 3 was found to be activated (Fig. 16A p.64). Previous studies 

linking caspase 3 activation to redox modulation support this finding (228). Parallel to 

caspase activation, phosphatidylserine (PS) exposure on the outer membrane is considered 

another early marker of apoptosis (229). Its expression was measured 10-12 h after treatment 

and increased with incubation time (Fig. 16B p.64). Taken together, these findings clearly 

showed that plasma treatment induced apoptosis. This is of importance as apoptosis is 

regarded a “silent” form of death. PS exposure facilitates uptake of dead cells by macrophages 

that then will not mount an inflammatory response. By contrast, necrosis causes inflammation 
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by releasing intracellular content to the extracellular space (180). Apoptosis was a product of 

redox stress with oxidation and cell death increasing in a treatment-time dependent fashion.  

2.3. Differences in apoptotic responses between PBMCs subpopulations 

after plasma treatment 

Monocytes and lymphocytes enter the wound at different stages of healing, and different 

site-specific functions are attributed to them (143). There are several subpopulations within 

the lymphocytes at the chronic wound, among them CD4
+
 T cells, CD8

+
 T cells, B cells, and 

NK cells (230,231). In addition, γδ T cells are abundant in skin and actively contribute to 

wound repair (232). Monocytes/Macrophages are also attributed a central role in wound 

healing (233). Characterizing their susceptibility towards plasma was critical in understanding 

how they might be affected during treatment of chronic wounds.  

Monocytes were the most robust population in plasma-treated PBMCs, while apoptosis 

induction in all other cell types investigated was significantly enhanced (Fig. 17 p.65). Within 

lymphocytes, γδ T cells displayed the highest survival rates, suggesting an enhanced 

resistance towards oxidative stress. This could possibly be due to their physiological location 

in skin and gut (234), environments that both are naturally enriched for oxidative stressors 

(235,236). Recent studies attributed them a distinct role in cutaneous wound healing: upon 

tissue injury, keratinocytes display γδ T cell ligands (237) and activate γδ T cells to release 

keratinocyte growth factors (238). Compared to γδ T cells, cytotoxic effects in CD4
+
 TH cell 

were almost twice as high but were significantly reduced in PHA-activated cells (Fig. 17 

p.65). PHA leads to broad activation of all lymphocytes in a PKC-dependent manner and was 

used to mimic activation of cells in wounds (239). Similar results were obtained for 

staphylococcoal superantigens (appendix Fig. vi 131) which activate about 20 % of T cells by 

cross-linking TCR and MHC molecules (240).  

This survival advantage might be due to an enhanced anti-oxidative defense which is 

upregulated during activation and subsequent increase in ROS production (241). 

Alternatively, lymphocyte activation or cytokines induced anti-apoptotic signaling, possibly 

resulting in enhanced survival after plasma exposure (242,243). Substantial amounts of IL-2, 
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TNFα, and IFN-γ were detected in supernatants of PBMCs cultured with PHA (appendix tab. 

ii p.132) which may have rendered lymphocytes more resistant to plasma cytotoxicity. For 

example, IL-2 enhances survival and proliferation of activated T cells after binding to their 

IL-2 receptor (244). However, activation with PHA can also induce activation-induced cell 

death (245) and there were fewer viable T lymphocytes in controls. PHA addition did not 

significantly affect monocyte survival rates. 

Monocyte were largely resistant to plasma-induced apoptosis and their survival rates differed 

significantly from survival of any other subpopulations investigated (tab. i p.130). This could 

be due to differences in oxidation-induced pro (MEK1/2, ERK1/2) and anti-apoptotic 

(p38 MAPK, JNK1/2) signaling events previously implicated in a comparison between two 

cell lines; Jurkat T lymphocytes and THP-1 monocytes (246). Another possibility may be a 

more potent antioxidative defense system which under physiological conditions protects these 

phagocytes against self-produced ROS during oxidative burst (105). 

CD4
+
 TH cells were shown to be relevant in wound (247). Human naïve and memory T cells 

can be distinguished by the reciprocal expression of CD45RA or CD45R0, respectively (109). 

Most CD45RA
+
 cells are naïve (they express CD62L) and apoptosis induction was stronger in 

CD45R0
+
 cells compared to CD45RA

+
 cells after plasma treatment (Fig. 18 p.67). 

Interestingly, CD45R0
+
 memory T cells are predominantly found in pathological skin 

(248,249) and thus could be a potential target for plasma treatment. Further, CD45RA
+
 or 

CD45R0
+
 cells surviving the plasma exposure were predominantly negative for CD62L 

(Fig. 19C p.68). T cells can actively down-regulate CD62L surface expression (250) and this 

possibility was excluded (Fig. vii p.131). L-selectin allows lymphocytes to home into 

secondary lymphoid tissues. Most T cells (>80 %) in normal skin are CD62L
- 
(Tem) (251) and 

plasma would preferentially inactivate the remaining CD45R0
+
/CD62L

+
 Tcm. Yet, there are 

no studies about the detailed T cell subset distribution in chronic wounds.  

If CD4
+
 T cells recognize their cognate antigen-MHC II complex, and receive proper 

co-stimulation by the antigen-presenting cell, they proliferate. Plasma treatment reduced 

overall lymphocyte proliferation (Fig. 20 p.69). Detailed investigations showed that this 

reduction was not due to decelerated proliferation of all cells. Instead, most plasma-treated 

cells were not stimulated as results investigating NFκB phosphorylation indicated (Fig. 21A 
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p.70). Also previous studies suggested a block of T cell NFκB activation by oxidative stress 

(252). In TCR-dependent T cell activation, linker of activation (LAT) is rendered by ROS, 

and signaling is not transduced to the nucleus (253). Moreover, if cells were activated first 

and plasma-treated second, mitosis was not halted in non-apoptotic cells (Fig. 22 p.72) 

suggesting that plasma might not strongly interfere with T cell proliferation after antigen 

recognition. Therefore, plasma treatment mitogen stimulation interfered with signaling 

associated with T cell activation and cell cycle progression. By contrast, plasma-treatment did 

not inhibit proliferation in mitogen stimulated T cells. 

2.4. The effect of plasma on cytokine and chemokine production 

Cytokines are key regulatory molecules in wound pathology. Compared to acute wounds, 

non-healing wounds are frequently associated with altered cytokine signatures, e.g., increased 

levels of IL-1β (157), IL-6 (254), and TNFα (255). IL-1β attracts neutrophils to the wound 

site (256). TNFα and IL-1β upregulate matrix-metalloproteinase (MMP) expression and 

excessive amounts of MMPs are associated with non-healing wounds (257). Likewise, IL-6 is 

monocyte/macrophage derived and acts as a systemic inflammation marker. Plasma treatment 

reduced the production of these cytokines in activated immune cells. Hence, it could 

counteract pathological inflammation in chronic wounds. Levels of IFNγ, a pro-inflammatory 

cytokine, were not modulated (Fig. 23 p.73). Similarly, VEGF concentrations did not change, 

indicating that plasma probably would not interfere with VEGF-spurred angiogenesis. The 

only molecule found to be increased significantly in supernatants of plasma-treated PBMCs 

was neutrophil-attracting IL-8. IL-8 release upon redox stress has been observed before, e.g., 

in keratinocytes (258), dendritic cells (259), and endothelial cells (260).  

Intracellular cytokine measurements revealed that GM-CSF and RANTES were significantly 

reduced in plasma-treated T lymphocytes (Fig. 24 p.74). Since GM-CSF prolongs the 

life-span of neutrophils and induces their differentiation in the bone marrow (261), plasma 

treatment could attenuate the neutrophil response. Reduced RANTES on the other hand may 

decrease lymphocyte immigration to the wound site as it aids in endothelial homing (262). 

The anti-inflammatory cytokines IL-10 and TGFβ were significantly increased in 
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plasma-treated T lymphocyte (Fig. 24 p.74). IL-10 decreases production of pro-inflammatory 

cytokines such as IL-1β by monocytes (263). This may have contributed to the reduction of 

IL-1β, IL-6, and TNFα release by plasma-treated cells. TGFβ enhances expression of VEGF 

(264) and its lack of expression is associated with delayed wound healing (265), attributing a 

positive role to enhanced TGFβ release after plasma treatment. Altogether, exposure to 

plasma induced a distinct cytokine signature in activated PBMCs: levels of IL-8 (facilitating 

neutrophil recruitment) and anti-inflammatory cytokines IL-10 and TGFβ were significantly 

enhanced, while the production of inflammatory cytokines was significantly decreased. As 

chronic wounds are linked to chronic inflammation, plasma treatment may be a treatment 

option to reduce inflammation and improve healing. 

2.5. The role of H2O2 in plasma-mediated oxidative stress and cell death 

A number of results argued for a central role of a long-lived oxidant such as H2O2 to be 

responsible for mediating toxic effects of plasma on cells: a) physical mixing of cell 

suspension increased cytotoxicity (Fig. 26C p.76 and appendix Fig. x p.134); b) 

plasma-treated cell culture medium was similarly cytotoxic to cells compared with direct 

exposure to cells (Fig. 26A p.77); c) plasma cytotoxicity was dependent on cell concentration 

and the total volume of cell suspension (Fig. 26 p.76); d) GSH was continuously oxidized in 

plasma-treated medium (Fig. 10C p.57); e) a treatment-time matched concentration of 

experimentally added H2O2 was similarly cytotoxic compared to plasma (Fig. 28A p.78); and 

f) presence of catalase during treatment fully abrogated cell death (Fig. 28A p.78). These 

findings also excluded effects of UV-radiation, thermal radiation, and electrical fields as 

directly damaging the cells. 

Several routes may account for H2O2 generation. Both ROS (e.g., 
.
O2

-
) (266) and RNS (e.g., 

ONOO
-
) (267) can aid in H2O2 production. Scavenging of 

.
O2

-
 and RNS did not improve cell 

viability (Fig. 28B p.78) arguing for their negligible role in H2O2 generation in liquids. 

Likewise, plasma-treated medium without fetal calf serum yielded similar levels of H2O2 

(appendix Fig. ii p.128) and cell death (appendix Fig. x p.134) compared to fully 

supplemented medium. This means it is unlikely that secondary reactions of oxidized proteins 
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made a significant contribution to plasma cytotoxicity. In this study (appendix Fig. i p.127 

and appendix Fig. ii p.128) and in previous work (78), increasing the humidity in the feed gas 

positively correlated with increased levels of gaseous 
.
HO and H2O2 in liquids. The oxygen 

originated from vaporized water or room air molecular oxygen. However, despite complete 

exclusion of oxygen (195) and gaseous 
.
HO, cell death was dependent on H2O2 (Fig. 30 p.81). 

This suggested alternative routes of generation of H2O2 in liquids, e.g., by UV radiation (267). 

Results using catalase also indicated negligible toxicity of highly energetic nitrogen 

metastables which were previously detected in this setup (195).  

Hydrogen peroxide is intra- and extracellular as it readily diffuses through water channels of 

cell membranes (268). Its low molecular weight and neutral charge contribute to the 

molecule’s stability allowing long distance diffusion (269). H2O2 is a mildly oxidizing species 

and does not directly oxidize most biological molecules (270). H2O2 cytotoxicity is assumed 

to be mediated by highly reactive hydroxyl radicals (271). This species can be generated from 

H2O2 by UV-radiation (272). However, similar toxicity to cells that were directly and 

indirectly exposed to plasma (Fig. 26A p.77) makes it unlikely that this is a relevant 

mechanisms in this case. Alternatively, the jet generates substantial amounts of ozone (74) 

which may contribute to H2O2-reactivity generating 
.
HO (272). Yet, the most probable 

reaction accounting for H2O2 cytotoxicity might be the Fenton reaction where 
.
HO is created 

via small transition metals (273). 
.
HO reacts in a local and non-selective manner and cannot 

be enzymatically detoxified (274). H2O2 can be converted to highly toxic 
-
OCl by monocyte 

myeloperoxidase (MPO) (275). Inhibition of MPO by 4-ABAH prior to plasma treatment 

showed similar cytotoxic effects suggesting no significant contribution of MPO/
-
OCl to the 

apoptosis induction observed (Fig. 29 p.80). This was supported by the finding that plasma 

was also toxic to purified TH cells with not monocytes present. 

H2O2 was the main cytotoxic agent. However, catalase did not fully prevent cell oxidation by 

plasma (Fig. 31 p.82). This made a non-lethal oxidation of reactive molecules other than H2O2 

such as 
.
O2

-
 or ONOO

-
 (Fig. 9 p. 56) likely. This was supported by the notion that 

plasma-treatment always induced higher fluorescence increase compared to exposure to 

concentration-matched H2O2. Bodipy responds well to lipid-peroxidation products (276) 

which were created in an H2O2-dependent and -independent manner in plasma-treated cells. 
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Likewise, it can be speculated that APF and HPF fluorescence in catalase protected cells 

could have been due to species such as peroxynitrite or hydroxyl radical but not 
-
OCl, as HPF 

was found to be insensitive to the latter (189). The lack of formation of 3-chlorotyrosine as 

measured by LC/MS supports this view as 
-
OCl mediates the chlorination of tyrosine (277).  

3. The Neutrophil response after exposure to plasma 

Neutrophils are unique in their biology. They are short-lived and it is their purpose to migrate 

to the site of infection to exert their antimicrobial action and to die in this process. In the 

inflammatory phase of wound healing, neutrophils are the first to arrive, followed by 

monocytes and lymphocytes. Although neutrophil influx has been found indispensable for 

proper wound healing (278) their sustained presence is associated with non-healing wounds 

(279). Neutrophils’ powerful arsenal of digestive and ROS-producing enzymes is toxic to 

bacteria and host tissue alike, and contributes to continuous inflammation which a major trait 

associated with chronic wounds. Investigating neutrophils treated with cold physical plasma 

was done here for the first time to determine their responses with wound healing in mind. 

3.1. The effect of plasma on neutrophil function and cytokine release 

Immediately after plasma treatment, total 
.
O2

-
 production by PMA-stimulated neutrophils was 

significantly reduced (Fig. 35 p.88). This implicated a quick signaling response in neutrophils 

and was not due to transfer of fewer neutrophils in case of spontaneous adhesion to cell 

culture in plasma-treated cells (appendix Fig. xiii p.135). PMA-induced 
.
O2

-
 production is 

mediated via protein kinase-C activation and rapid assembly of the p47/67
phox

 to the plasma 

membrane (and phagosomes) (280). It can be speculated whether reduced 
.
O2

-
 production was 

due to plasma-mediated alterations in PKC-activation, resulting in fewer neutrophils bursting 

in response to PMA. Quicker removal of p47/67
phox

 from the cell membrane in plasma-treated 

cells, leading to early termination of burst activity in plasma-treated cells, was unlikely due to 

similar kinetics of 
.
O2

-
 production over 10 min of measurement (Fig. 35A p.88). 

.
O2

-
 is an 

oxidative stressor and its hampered generation by activated neutrophils may be beneficial in 
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healing of oxidatively stressed wounds. Interestingly, the intracellular oxidative burst in 

response to Escherichia coli was not affected. In line with this finding, intracellular killing of 

two common (281) wound pathogens also did not change (Fig. 36 p.89). Thus, plasma 

treatment of wound neutrophils may not interfere with phagocytosis or killing of bacteria. 

The cytokine response of neutrophils was significantly altered (Fig. 40 p.94 and tab. iii 

p.137). Significantly decreased concentrations of the pro-inflammatory mediators IL-1β and 

IL-6, and decreased levels of TNFα were found in supernatants of plasma-treated neutrophils 

compared to non-treated controls. All three cytokines are relevant in wound healing (282) and 

these results suggest that plasma treatment could dampen inflammation. On the other hand, 

concentrations of IL-8 were markedly increased in supernatants of plasma-treated neutrophils 

compared to control cells. IL-8 is the main chemotactic molecule for neutrophils and 

increased concentrations would suggest enhanced neutrophil immigration to the wound site, 

possibly adding insult to injury (283).  

3.2. Neutrophil viability and extracellular trap formation after plasma 

treatment 

Lactate dehydrogenase (LDH), a marker of necrosis and inflammation (284), was not released 

from plasma-treated neutrophils (appendix Fig. xii p.135). Plasma treatment strongly oxidized 

neutrophils in a H2O2-dependent manner (Fig. 32B p.85) but no difference was observed in 

neutrophil phosphatidylserine expression after plasma treatment compared to non-treated cells 

(Fig. 33B p.86). Yet, isolated neutrophils undergo major apoptosis spontaneous apoptosis, 

making it difficult to determine if plasma enhances that rate. Nonetheless and in line with the 

findings, previous studies showed that H2O2 at relatively low concentrations were not toxic to 

neutrophils (285) while higher concentrations (> 500 µM) induce apoptosis in neutrophils 

(286). Yet, total cell numbers (Fig. 33A p.86) and metabolic respiration were significantly 

lower in plasma-treated neutrophils (Fig. 34B p.87). This indicated that plasma rendered cells 

inactive. 

The formation of neutrophil extracellular traps (NETs) after plasma treatment may account 

for these findings. Pathogens, but also host cells, can become entangled in these web-like 
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structures consisting of highly decondensed chromatin and decorated with antimicrobial 

proteins (139). Plasma treatment significantly increased presence of extracellular DNA 

(Fig. 37 p.90), and confocal laser scanning microscopy confirmed that NETs had been formed 

(Fig. 39 p.93). Catalase prevented extrusion of DNA which is agreement with reports that 

ROS are necessary for NET formation (287). However, direct addition of H2O2 showed no 

significant increase of extracellular DNA.  

A combination of mechanisms may account for the NET response after plasma treatment. 

First, neutrophils are easily primed or activated by shear-forces and argon gas treatment alone 

caused a non-significant increase in total NET area (Fig. 38 p.92). Second, the induction of 

NETs was treatment-time dependent (Fig. 37 p.90), implying a graded-response to plasma in 

neutrophils. Third, IL-8 is known to induce NETs (288) and significant amounts were found 

in supernatants of plasma-treated neutrophils (Fig. 40 p.94) although at later time points 

compared to NET-release. Last, plasma-produced reactive species other than H2O2 may also 

be play a role. 

Different proteins are bound to NETs, among them MPO (289). Compared to controls, 

supernatants of plasma-treated neutrophils contained less MPO (Fig. 41 p.95). A possible 

mechanism could be a decreased (MPO-containing) primary granule (290) efflux. If this was 

to retain MPO intracellularly in order to increase its concentration on NETs, this finding 

would add a new attribute to NETosis. However, neutrophil elastase, also stored in primary 

granules, was not detected in plasma-treated or control supernatants (appendix tab. ii p.132). 

Further research is needed to elucidate the in vivo significance of NET formation in wounds 

on the one hand and after plasma treatment of wounds on the other.  

4. Leukocyte responses after cold plasma treatment: 

implications and potential significance in chronic wounds  

Non-healing wounds are stuck in a low-grade inflammatory phase without transitioning to the 

proliferative or remodeling phase (231). Lymphocytes are indispensable in wound healing 

(282). However, pathologically increased subsets have been associated with chronic wounds 

(291), including B cells, CD8
+
 T cells, and CD45R0

+
 CD4

+
 T cells (248,231). Plasma 
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treatment effectively induced apoptosis in those cell types. It also generated large amounts of 

nitrite which inhibits T cell activity (292). In vivo, depletion of the CD8
+
 T cells results in a 

marked enhancement of wound healing in mice (293) and rats (294). By contrast, γδ T cells 

are assumed to be beneficial in wound healing (295) and plasma only moderately induced 

apoptosis in this cell type. T cell proliferation, attributed to initiation of immune responses to 

wound-resident pathogens, was not halted in plasma-treated lymphocytes. Altogether, these 

results argue for a positive effect of cold plasma in wound healing.  

In acute wound healing, phagocytes are the first to arrive first at the site of injury but they are 

also strongly associated with chronic wounds (231). Neither monocyte nor neutrophil viability 

was substantially compromised by plasma treatment. Yet, neutrophils are thought to have a 

short half-life but recent evidence suggests that they become resistant to apoptosis in 

environments subject to chronic inflammation (296). In this view, it may be beneficial that 

plasma induced neutrophils extracellular traps. This may contribute to wound resolution by 

i) increased neutrophil inactivation via NETosis, and ii) formation of antibacterial DNA-clots 

serving as a scaffold for other skin-resident cells.  

In wounds, influx of leukocytes from the blood to the wound site is constantly facilitated via 

cytokine gradients. Elevated levels of IL-1, IL-6, and TNFα are present in chronic but not 

acute wound fluid (297). Interestingly, these cytokines were significantly down-regulated in 

plasma-treated PBMCs and also neutrophils. At the same time, the anti-inflammatory 

cytokines IL-10 and TGFβ were increased. TGFβ and IL-10 are both strongly associated with 

enhanced wound healing and resolution of inflammation (298,299). However, concentrations 

of IL-8 were also increased which is associated with an increased neutrophil influx in vivo. 

IFNγ, a potent inhibitor of fibroblast proliferation and collagen synthesis (300), was not 

decreased in supernatants of PHA-activated PBMCs. Nonetheless, the majority of 

inflammatory cytokines and chemokines investigated were down-regulated in plasma-treated 

cells (appendix tab. i p.132 and appendix tab. iii p.137). 

In summary and with the exception of IL-8, plasma treatment predominantly decreased 

inflammatory cytokines. Together with distinctive cytotoxic effects in lymphocytes and 

induction of NETosis, the experiments of this thesis indicate a potentially beneficial role of 

cold physical plasma in treatment of chronic inflammation such as in non-healing wounds. 
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Chapter 7. Summary 

 

 

Non-healing wounds pose a major burden to patients and health care systems alike. These 

wounds are chronically stuck in the inflammatory phase of the healing process without 

transitioning to the proliferative phase. They are also characterized by the excessive presence 

of leukocytes which are assumed to provoke the persistent inflammation observed in 

pathological wound healing. Recent studies suggested a beneficial role of cold physical 

plasma in the treatment of chronic wounds. Hence, it was the central question, whether 

exposure to cold physical plasma would affect the viability and/or function of human 

leukocytes.  

 

Cold plasma displays various properties of which the generation of reactive molecules, such 

as reactive oxygen and nitrogen species (ROS/RNS), where found to be central in mediating 

redox changes in leukocytes. Oxidative stress was present especially in lymphocytes that 

readily underwent apoptosis after exposure to plasma. This was largely a direct consequence 

of plasma-generated hydrogen peroxide but not superoxide or RNS. Amount of apoptosis was 

comparable among several lymphocyte subpopulations, with the wound healing-relevant 

γδ T cells being least affected. Lymphocyte apoptosis was accompanied by mitochondrial 

membrane depolarization, caspase 3 activation, DNA fragmentation, and phosphatidylserine 

exposure. These results are in line with previous characterizations of the intrinsic apoptotic 

pathway in redox biology, and suggest that plasma-induced apoptosis was not mediated by 

alternative molecular mechanisms. An important immune response mechanism, the 

proliferation of lymphocytes, was not interrupted in plasma-treated but non-apoptotic cells.  

 

In wounds, a central role of leukocytes is to orchestrate the healing response via the release of 

small communication molecules called cytokines. Non-healing wounds are associated with 

elevated amounts of pro-inflammatory IL-1β, IL-6, and TNFα, and plasma-treatment of 
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leukocytes strongly decreased their concentrations. At the same time, the expression of 

anti-inflammatory cytokines (IL-10, TGFβ) was markedly increased. The pro-inflammatory 

chemokine IL-8 was the only molecule to be significantly increased in supernatants of 

plasma-treated cells. IL-8 is the major chemo-attractant for neutrophil granulocytes.  

Neutrophils are frequently associated with non-healing wounds. These professional 

phagocytes are the first to migrate to the site of injury where they inactivate invading 

pathogens by various mechanisms. Importantly, highly relevant effector functions remained 

mostly unaffected by plasma treatment: the phagocytosis of bacteria, the oxidative burst, and 

the intracellular killing of microbes. Of note, plasma induced a strong induction of neutrophil 

extracellular traps (NETs). Decorated with antimicrobial proteins, NETs are web-like 

chromatin extrusions that entrap pathogens.  

 

These results have several implications for wound healing. Plasma-treated neutrophils were 

still capable of eradicating bacteria, which are frequently associated with non-healing wounds. 

In addition, plasma-induced NETs could aid in wound healing by providing an antibacterial 

scaffold to safeguard against further dissemination of microorganisms. Chronic wounds 

display a state of sustained inflammation and plasma induced apoptosis but not necrosis in 

lymphocytes. This was an important finding as necrosis, the involuntary cell death, is 

associated with the release of intracellular content, enhancing inflammation. By contrast, 

apoptosis dampens it as dead cells are cleared by macrophages inducing anti-inflammatory 

responses. Further, the cytokine signature of plasma-treated leukocytes was largely 

non-inflammatory, which could further decrease inflammation in wounds.  

 

Altogether, this work provided first insight with regard to effects and mechanisms of cold 

physical plasma treatment of wound-relevant leukocytes. Generally, these cells were affected 

by a plasma-mediated modulation of their redox state. Future studies should include the 

possibility of redox modulation into their experimental approach to further elucidate the role 

of ROS/RNS in inflammation and possibly to improve existing wound healing therapies. 
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Appendix 

 

Fig. i: Feed gas composition modulated the optical spectrum of plasma.  

Compared to argon alone (top row), addition of nitrogen to feed gas increased UV emission bands (left 

graphics), while oxygen reduced it. Humidified argon resulted in dramatically increased 
.
HO emission (arrow). 

In the visible/NIR spectrum (right graphics), any admixture of molecules other than argon to feed gas led to 

decreased intensities. Shown is one representative of three independent experiments. 
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Fig. ii: H2O2- and NO2
-
 concentrations were dependent on plasma parameters and medium properties.  

Medium was plasma-treated for the indicated length of time and feed gas condition, and H2O2 (A) or NO2
-
 (B) 

was immediately quantified. Humidified argon led to significantly higher H2O2 deposition in medium compared 

to dry gas conditions, while admixture of N2 or O2 decreased H2O2 levels compared to argon alone (A). Levels of 

NO2
-
 where enhanced when N2 was added to argon and further increased if humidified argon was used. Addition 

of O2 decreased NO2
-
 in dry or humid argon plasma-treated medium (B). H2O2 deposition was similar regardless 

of type of liquid treated (C). Nitrite production was modestly but significantly influenced by presence of FCS in 

medium or PBS, respectively (D). H2O2 and NO2
-
 production in medium also inversely correlated to the argon 

feed gas flux (E). Medium was plasma-treated, incubated for 24 h at 37 °C, and H2O2 still detectable (F). 

Addition of catalase diminished H2O2 concentrations. Data are presented as mean + SD of two to six (A, B), two 

(C, D, E), and three (F) independent experiments. For statistical analysis (A, B), repeated measures two-way 

ANOVA was applied comparing group means between all groups (Tukey post test); ***/### p<0.001, 

** p<0.01. For statistical analysis (C, D), repeated measures two-way ANOVA was applied comparing row 

(treatment time) means between groups (Sidak post test); ***/### p<0.001, ** p<0.01, */# p<0.05. 
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Fig. iii: Cell death was an active process and involved caspase 3 activation.  

Cell death was an active process as cold, non-physiological incubation temperatures (4 °C, 20 °C) significantly 

decreased cytotoxicity in CD4+ T cells 24 h after plasma (60 s) treatment (A*). PBMCs were plasma-treated 

(60 s), stained for caspase 3/7-activity after different time points, and fluorescence in CD4
+
 TH cells was 

measured by flow cytometry. Cells displayed active caspases 12 h onwards after treatment (B*). Data are 

presented as mean + SD (A*) or one representative (B*) of three independent experiments. Statistical analysis 

was performed using two-way ANOVA (Tukey post test). 

*adapted from (192) with permission from Begell House 

 

 
Fig. iv*: Gating strategy to detect survival of different PBMCs populations.  

PBMCs were collected 24 h after plasma treatment and stained with antibodies directed against various cell 

surface antigens. After doublet discrimination, monocytes, T cells, and remaining lymphocytes were gated. 

Viability was determined assessing Annexin V and DAPI fluorescence for each cell type. Here, unstimulated 

control cells are shown. Shown is one representative of at least six independent experiments.  

*adapted from (192) with permission from Wiley 

A 

B 
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Fig. v: PHA activation induced CD25 expression in lymphocytes.  

PBMCs were stimulated or left unstimulated O/N prior to plasma exposure. After 24 h, cells were harvested and 

stained for CD25 which was significantly increased in activated cells. Data are presented as mean + SD of 10 

independent experiments. Statistical comparison was done using paired student’s T test. 

 

 

Tab. i*: Statistical comparison of survival of cell populations in the non-activated and activated regime. 

Group means were calculated for each cell type and stimulation condition and compared against each other using 

two way ANOVA and Sidak post test.  

*adapted from (193) with permission from Begell House 
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Fig. vi: Superantigen stimulation improved T cell survival in plasma-treated PBMCs. 

PBMCs were isolated and cultured in medium with or without an equal mixture of staphylococcal superantigens 

(SEB, SEI, TSST, SEO, SEQ, final concentration 1 µg/ml) O/N. Cells were plasma-treated and afterwards 

incubated again for 24 h. Then, cells were stained for CD3, CD4, and CD8 expression and DAPI uptake before 

analysis by flow cytometry. Significantly less dead CD4
+
 (A) and CD8

+ 
cells (B) were measured in PBMCs 

incubated with SAg compared to non-stimulated cells. Activation of CD4
+
 T cells was confirmed by their 

increased forward scatter signal in SAg-incubated cells (C, right plot) compared to non-stimulated cells (C, left 

plot). T lymphocytes enlarge upon activation by various stimuli. Data are presented as mean + SD (A, B) and 

one representative (C) of three independent experiments. For statistical comparison, paired student’s t test was 

used. 

 

Fig. vii: Plasma treatment did not induce down-regulation of CD62L in CD45RA
+
 T cells. 

CD3
+
/CD4

+
 TH cells (10

6
 per ml in R10F) were fluorescence-activated cell sorted from PBMCs and 

subsequently plasma-treated. Percentages of CD62L
+
 cells among CD45RA

+
 and DAPI

-
 (viable) T cells were 

assessed at different time points following exposure to plasma. CD62L was not actively down-regulated within 

6 h after plasma (A). Median fluorescence intensity of CD62L in CD4
+
/CD45RA

+
/CD62L

+
/DAPI

-
 cells was also 

similar within 6 h after exposure to plasma compared to non-treated controls (B). Shown are means ± SD of 

duplicates of one representative of three independent experiments. 
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Tab. ii: Cytokine profile in supernatants of PBMCs. 

PBMCs were incubated with or without PHA (500 ng/ml) O/N prior to plasma treatment. Cells were incubated 

for 24-72 h and cytokine concentrations determined in supernatants in a quantitative or semi-quantitative 

manner. Results are summarized from experiments of 3-6 donors. 
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Fig. viii*: H2O2 concentrations in supernatants of PBMCs 1 h and 24 h after plasma treatment.  

PBMCs were plasma-treated in R10F with or without catalase present (5 U/ml), and incubated for 1h or 24 h at 

37 °C. Supernatants were taken off and H2O2 was quantified using Amplex ultra red assay. One hour after 

treatment, H2O2 levels were lower than in medium alone (25 µM compared to 60 µM in treated medium alone, 

Fig. 8A). This indicated a reaction or detoxification of H2O2 in presence of cells. After 24 h, only background 

levels of H2O2 were measured. In presence of catalase, no H2O2 was detectable. Data are presented as mean + SD 

of seven independent experiments. 

 

 

 

Fig. ix*: Schematics of the shielding (gas curtain) setup.  

When plasma left the nozzle it was shielded by nitrogen (2 slm) running in a gas curtain cap in order to control 

ambient species influx to the plasma effluent. The feed gas used was argon with 1 % N2. The distance between 

the nozzle and plasma-treated cell suspension was 7-9 mm. 

*adapted from (195) with permission from IEEE 



Appendix 

134 
 

 

Fig. x: Plasma cytotoxicity positively correlated with increasing argon gas fluxes, but was not dependent 

on protein present in medium.  

PBMCs (10
6
 per ml in R10F) were seeded in 24 well plates and plasma-treated (20 s) using different gas fluxes 

from 1 to 5 slm (A). Cells were incubated for 24 h at 37 °C, harvested, and stained with Annexin V and DAPI. 

Percentage of viably lymphocytes increased with decreasing gas fluxes. Similarly, PBMCs were plasma-treated 

(60 s) in three different liquids (medium with FCS, medium without FCS, PBS) and lymphocyte viability was 

determined 24 h after exposure (B). No difference in cytotoxicity of plasma treatment was measured between 

different liquids used. Data are presented as mean + SD of duplicates (A) and of three independent 

experiments (B).  

 

 

 

 

 

 

Fig. xi: Gating and verification of neutrophils and eosinophils.  

Isolated PMNs were always verified to purity and eosinophil content. PMNs were gated from non-PMNs (A) 

and cells discriminated between CD49d
dim

 eosinophils and CD49d
low

 neutrophils (B). Alternatively, 

autofluorescence of eosinophils was used. Numbers of eosinophils were compared for 21 donors (C), horizontal 

line represents median. Eosinophil content was within expected range and usually below 5 %. 
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Fig. xii: LDHB was measured in supernatants of plasma-treated TH cells and PBMCs but not PMNs.  

Purified CD4
+
 TH cells, PBMCs, or PMNs (10

6
 per ml in R10F) were seeded into 24 well, plasma-treated, and 

subsequently incubated for 24 h or 48 h at 37 °C. Suspension was harvested, centrifuged, and supernatants store 

at -80 °C until analysis. Lactate dehydrogenase B (LDHB) ELISA was performed and LDHB content in 

supernatants quantitated using a LDHB-standard curve (0.15 to 4.80 ng/ml). No LDHB was found in supernatant 

of controls of any cell type investigated. In supernatants of plasma-treated CD4
+
 TH cells substantial amounts of 

LDHB were measured, possibly due to lack of apoptotic clearance by monocytes/macrophages as present in 

PBMCs. Supernatants of plasma-treated PBMCs contained only little LDHB. No LDHB was measured in 

supernatants of plasma-treated (180 s) PMNs. Data are presented as mean + SD of three independent 

experiments.  

 

 

 

 

Fig. xiii: Plasma treatment did not lead to immediate adherence of neutrophils to cell culture plastic.  

Immediately before plasma treatment (3 min) PMNs (10
6
 per ml in Hank’s) were seeded into a well of a 24 well 

plate. Immediately after plasma treatment, cells were aliquoted (four times 200 µl each) in 96 well plates and 

quantitatively compared to control neutrophils. Control cells also spent 3 min in the 24 well plate. No difference 

was found between plasma-treated and control cells. This validated that results in superoxide production 

cytochrome C assay did not derived from different cell numbers in cuvettes but less actual activity per cell. Data 

are presented as mean + SD of four independent experiments.  
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Fig. xiv: Catalase prevented extracellular DNA formation but H2O2 or argon did not replicate it.  

Neutrophils were exposed to various conditions and DNA release was monitored over 4 h. Total fluorescence 

was normalized against Triton X-100 treated cells (100 %).Plasma treatment resulted in strong DNA 

fluorescence. Catalase abrogated this but H2O2 (180 µM) did not replicate it. This was similar for argon or argon 

and addition of H2O2 added in six times 30 µM portions. Moreover, MPO inhibition with 4-ABAH of 

plasma-treated neutrophils did not give different results as plasma-treated cells alone. One representative of three 

experiments is shown. 
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Tab. iii: Cytokine profile in supernatants of PMNs. 

After exposure to plasma, neutrophils were incubated for 24 h and cytokine levels were determined in 

supernatants in a quantitative or semi-quantitative manner. Results are summarized from experiments of 

3-4 different donors. 

 

 


