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Abstract 
 

Owing to the growing importance of LED technology, the lighting market demands more 

flexible, high-efficiency fluorescent lamp systems. In particular, the ability to regulate light 

intensity (the dimmed operation) exerts enormous stress on fluorescent lamps’ electrodes, 

leading to increased electrode erosion and significantly reduced lifetimes. 

The thesis describes a new method to determine the actual erosion of fluorescent lamps’ 

electrodes during operation. The method is applied to standard fluorescent lamps to study 

the standard and dimmed operations of modern electronic ballasts. It has been found that 

erosion during standard operation occurs primarily due to the evaporation of electrode 

emitter material at the hot spot that is formed. The lamp current and, more importantly, an 

additional applied electrode heating current during dimmed operation, significantly affect 

this erosion process. In contrast, operation frequency exerts only marginal effects on 

erosion. 

The electrode erosion is determined by measuring the amount of evaporated emitter 

material. Therefore, the absolute density of evaporated barium is measured by laser-induced 

fluorescence while interrupting the lamp operation for a very short time (approximately 

5 ms) to suppress any interaction between the evaporated material and the plasma in the 

electrode region. The total amount of evaporated material is determined by calculating the 

total flux by a transport model that uses the measured densities. 

To characterize electrode operation and the plasma in the electrode region, additional 

diagnostic methods are applied. Such electron densities are measured by microwave 

interferometry, the cathode fall voltage is determined by the capacitive coupled band 

method, and the electrode temperature is measured by one-dimensional pyrometry. 

 





 

 

 

Table of contents 
 
 

1 Introduction 1 

2 Fluorescent lamps 9 

2.1 Configuration, function, type, and operation mode 10 

2.2 Electrodes for fluorescent lamps 15 

2.2.1 Basic configuration 15 

2.2.2 Emitter coating 16 

2.2.3 Work function and generation of electrons at the cathode 17 

2.3 Electrode erosion 22 

2.3.1 Sputtering 22 

2.3.2 Chemical reactions 23 

2.3.3 Barium evaporation 23 

3 Experimental methods 27 

3.1 Resistive method for determination of average electrode temperature 27 

3.2 Pyrometric electrode temperature determination 28 

3.3 Cathode fall estimation with band method 30 

3.4 Electron density measurement by microwave interferometry 31 

3.5 Determination of absolute particle densities by using LIF 33 

3.6 Investigated lamps and operation conditions 35 

3.7 Arrangement of the diagnostics 37 

4 Method and model for determination of absolute evaporation 

by the blanking method 39 

4.1 Blanking method - basic approach 39 

4.2 2D Diffusion model 40 

4.3 Solution of the particle balance equation 44 

4.4 Application and validation of the model 50 

  



 

 

 

 

5 Results and discussion 55 

5.1 Necessary preliminary investigation - Determination of collisional effects - 

quenching 55 

5.2 Barium production and evaporation in case of a heated electrode 58 

5.3 Lamp operation by modern electronic ballast systems at 25 kHz 63 

5.3.1 Dynamics of electrode operation 63 

5.3.2 Eroded barium in the electrode region 65 

5.3.3 Spatial characteristics 67 

5.4 Dimmed operation by variation of lamp current 69 

5.4.1 Variation of lamp current 70 

5.4.2 Influence on additional applied heat current 73 

5.5 Frequency variation 77 

5.5.1 Anode oscillation during low frequency operation 77 

5.5.2 Frequency variation 80 

5.5.3 Interpretation of related works at conventional net frequency 

operation 83 

6 Conclusion 87 

 

 
Appendix 

A Experimental methods in detail 93 

A.1 Pyrometric electrode temperature determination 93 

A.2 Cathode fall estimation with the band method 95 

A.3 Electron density measurement by microwave interferometry 102 

A.4 Determination of absolute particle densities by using LIF 115 

A.5 Model for the correction of saturation effects by the application of LIF 136 

B Additional calculations 147 

C Indices 155 

C.1 Bibliography 155 

C.2 Glossary 165 



 

 

 

1 

 

1 Introduction 

The invention of artificial light provided humanity with the opportunity to use the time after 

dark for additional activities. The invention of controlled fire 790,000 years ago 

simultaneously provided the first artificial light source [GOREN-INBAR et al. 2004]. While 

fire was primarily used for cooking and as a heat source, it also became the social center for 

meeting in the evening hours. The light generated as a by-product of the fire allowed small 

tasks such as sewing and the manufacture of tools or weapons to be continued after dark. In 

addition, fire as a light source transformed dark caves into habitable spaces, providing more 

protection against the elements. It also increased productivity. 

The open fire was enhanced according to the requirement for various applications. As such, 

specific fireplaces for cooking, baking, heating, and melting metal were developed. 

However, the melting of metal was only made possible through the discovery of enhanced 

fuels such as charcoal and coal. For lighting applications, torches were developed as quasi-

mobile light sources, the earliest of which consisted of simple wooden staves. Later, the 

ends of torches were wrapped in fabric and soaked in a flammable substance. 

About 10,000 BC, the first simple oil lamps were developed [AMIRAN 1970], comprising 

hollow stones and a wick made of plant fiber, with animal fat used as fuel. These lamps 

were easier to control and they delivered continuous light for several hours. In the 

following centuries, several improvements were made, including the use of plant oil as fuel. 

In the second century C.E., the first candles were invented. 

The next important step in lighting technology was the development of the gas lamp at the 

beginning of the industrialization period. The original thermo lamp [LEBON 1799] was 

improved and developed into an advanced light source, later used in streetlights and 

factories. 

In 1800, Humphry Davy invented the first usable electric light source by generating an 

electric arc between two carbon electrodes. The arc delivers about 10,000 lm, which is 

1000 times brighter than a candle. However, the short lifetime of the electrodes 

(approximately two hours) and poor availability of electrical power prevented the product’s 

wide practical application. In 1857, Heinrich Geissler invented the first gas discharge tube 

(the GEISSLER tube), which was a glow discharge in a low-pressure tube filled with noble 

gases. 

The electrical revolution of lighting began with the invention of the first commercially 

practical incandescent lamp by Thomas Edison in 1879 [EDISON 1880]. In contrast to other 

engineers who tested a glowing wire, Edison used a carbon filament connected to platinum 

contact wires with lifetimes of several tens of hours. A few months later, Edison and his 

team developed a carbonized bamboo filament that possessed lifetimes of over 1,200 hours. 

This was the fundamental cause of the commercial success of electrical lighting. Further 

http://en.wikipedia.org/wiki/Charcoal
http://de.wikipedia.org/wiki/Humphry_Davy
http://en.wikipedia.org/wiki/Gas_discharge_tube
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improvements led to the classic incandescent lamp with the glowing metal wire made of a 

special tungsten alloy. 

The practicable application of gas discharge lamps began in 1901 with the invention of the 

low-pressure mercury vapor lamp by Peter Cooper Hewitt [1901]. Its construction was 

based on a GEISSLER tube with additional mercury. After ignition, the lamp heats up 

whereas mercury evaporates. The mercury vapor discharge delivered a quite higher light 

output than incandescent lamps. The main disadvantage was the poor light quality because 

light emission at only a small region of the visible light spectra. However, in 1926 Edmund 

Germer solved this problem by coating the inner wall of the mercury discharge tube with 

phosphor converting the emitted ultraviolet radiation into visible light. With the 

development of improved phosphors and durable electrodes, this fluorescent lamp became 

commercially successful in the early 1940s. At this time, fluorescent lamps had high 

efficacy in comparison with the other available light sources combined with adequate light 

quality. 

By the end of the 1930s, the high-pressure mercury lamp had been developed. Owing to 

operation at higher pressure, these lamps had a very strong light output combined with 

adequate light quality. In the 1960s, a very closely related lamp design called the metal 

halide lamp was invented. They have a filling of various compounds in an amalgam with 

mercury, whereas sodium iodide and scandium iodide are commonly in use. These lamps 

have better light quality and high efficacy. Because of the strong light output, high intense 

discharge lamps (HID) are used to illuminate halls, as streetlights or in movie projectors. 

Since the 1990s, new designs with lower light output have been used in vehicle headlamps 

or video projectors. 

In 2010, the white LED entered the market as an alternative means of general lighting. 

There technical improvements are still in progress [ZISSIS and KITSINELIS 2009]. Today, the 

efficacy and light quality of LEDs are comparable to fluorescent lamps. The punctual light 

emission and need for advanced heat dissipation require a complex design and this 

restriction leads to a limited maximum light output. In addition, the significantly higher 

prices of LEDs compared with alternative light sources (i.e. compact fluorescent lamps) 

delay their commercial success. 

The social importance of artificial light 

Artificial light has increased human productivity. During the industrialization period, gas 

lamps were used to illuminate factories, enabling the operation of expensive machines 

around the clock and thus establishing shift work. As electric lighting spread out to 

customers, homes could be illuminated according to individual requirements and such 

lighting could be used without limitation during the hours of darkness. Moreover, the 

invention of streetlights transformed the streets into an additional nocturnal living and 

social environment. 

In contemporary industrialized countries, nighttime has been illuminated and the dark is no 

longer a limiting factor. 

http://en.wikipedia.org/wiki/Metal_halide_lamp
http://en.wikipedia.org/wiki/Metal_halide_lamp
http://en.wikipedia.org/wiki/Amalgam_(chemistry)
http://en.wikipedia.org/wiki/Sodium_iodide
http://en.wikipedia.org/wiki/Scandium
http://en.wikipedia.org/wiki/Iodine
http://dict.leo.org/ende/index_de.html#/search=market&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
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The lighting market 

The lighting market is characterized by the intensified growth of green lighting 

technologies [FROST and SULLIVAN], where green technologies can be summarized as 

energy efficiency category A & B rated in Europe
1
 and equivalent in other regions. This 

trend is based on increasing energy costs and environmental consciousness as well as on 

legal regulations that prohibit older inefficient lamps (such as incandescent lamps in the 

European Union). For the year 2016 the total general lighting market is expected to 71.9 

billion Euros [MCKINSEY] wheras the market is divided into the lamp market (16.9 billion 

Euros), the control gear market (7.3 billion Euros) the fixtures market (43.6 billion Euros) 

and the market for lighting control systems (4.1 billion Euros). According to the technology 

a market share of 43 % for fluorescent lamps, 36 % for LED technology 14 % for halogen 

lamps 5 % for incandescent lamps and 2 % for HID lampes is expected [MCKINSEY]. Thus, 

even through the imens growing of LED thechnology fluorescent lamps still dominate the 

market. 

Technical evolution of artificial lighting 

Throughout its evolution, the development of artificial lighting has been determined by 

scientific and technological progress. New inventions, especially new materials and 

manufacturing techniques, allow for the improvement of established light sources or the 

invention of new ones. As an early example, the discovery of liquid fuel and a wick led to 

the invention of the oil lamp. Later, the understanding of air circulation and improved fuel 

(vegetable oil) allowed for the creation of the advanced oil lamp with adjustable light 

output. 

However, the evolution of artificial lighting also led to additional inventions of other 

technologies. For example, the invention of the gas lamp, and especially its subsequent 

improvement, led to an understanding of gas burning and the discovery of high-temperature 

gas burners as useful for melting quartz glass. 

Looking at the evolution of electrical light sources, after discovering a new basic principal 

the main challenge was the construction of light sources that have a sufficient lifetime. As 

an example, the first carbon arc lamps had lifetimes of two hours. In the case of 

incandescent lamps, the glowing filament is extremely stressed owing to high temperatures, 

leading to the rapid erosion of the material. Thus, the main challenge was the development 

of a durable filament, which was solved by Edison [1880]. 

After discovering the low-pressure mercury discharge [HEWITT 1901], the technical 

challenges were the efficient generation of visible light and development of durable and 

effective electrodes. The generation of visible light was solved by using phosphor, which 

                                                 
1
  A & B rated according the Commission Directive 98/11/EC of 27 January 1998 implementing Council 

Directive 92/75/EEC with regard to energy labelling of household lamps. A rated corresponds to a relative 

energy consumption less than 25% and B rated correnponds to a relative energy consumption between 25% 

and 60% in compairison to a standard incandescent lamps. 
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converts the emitted ultraviolet radiation and led to the creation of the fluorescent lamp. As 

this type of lamp possesses a discharge voltage of about 100 V, electrode losses of several 

tens of volts significantly affect the lamp’s efficacy. Thus, development was and remains 

focused on efficient long-living electrodes. 

For high-pressure discharges, the main challenges were manufacturing a transparent, high-

pressure, and high-temperature-resistant discharge tube and developing suitable electrodes 

that can operate at temperatures of more than 3000 K, which occur together with aggressive 

atmospheres and gas temperatures of up to 6000 K [CHITTKA et al. 1997]. With the 

invention of metal halide lamps, the optimization of light quality gained importance. 

Electrodes of fluorescent lamps 

For gas discharge lamps, the electrodes, as the route by which the electric current passes 

into and out of the plasma, are an essential component that defines the efficacy and lifetime 

of the lamp. Therefore, research on electrodes for gas discharge lamps and their 

optimization is of special interest. 

As the thesis focuses on fluorescent lamps, they and especially research on electrode 

erosion should be introduced in more detail. In general, a commercial electrode system for 

fluorescent lamps consists of a tungsten coil coated with a work function reducing emitter 

mix of alkali oxides such as BaO, SrO, and CaO. During lamp life, an electrode is damaged 

by two essential processes. In the case of instant start ballast, the electrode is heated by ion 

bombardment before transitioning into the arc mode (glow-to-arc-transition) where so-

called hot spot builds up. During this time, electrode material such as the emitter material 

and tungsten is eroded by sputtering. This process limits the number of switching cycles. 

After transition into the arc mode, during steady-state operation, the emitter material 

(primarily barium) erodes from the hot spot. In the case of a good adaption of the electrode 

to the discharge conditions, this erosion is generally in the form of evaporation. 

Today, electrode durability is the primary reason for the limited lifetime of fluorescent 

lamps. In general lighting applications, the maintenance costs of lighting systems are very 

important and are significantly determined by the replacement of defective lamps. 

Therefore, there is still an attempt to improve the lifetime and especially the spread in 

lifetime of such electrode systems. 

Research on electrode erosion in fluorescent lamps 

Since fluorescent lamps became commercially available in the 1940s [LANKHORST and 

NIEMANN 2000], their development and research on them have often been affected by 

industry. Thus, applied oriented and pragmatic approaches have been of particular concern. 

The first attempts to determine the loss of the emitter material were made in the middle of 

the twentieth century by optical emission spectroscopy (OES) measurements
2
 in the vicinity 

                                                 
2
  OES measurements were performed on the Ba atom line at 553.5 nm, the Ba ion line at 455.4 nm, and on 

the Sr line at 460.1 nm. 
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of the electrode [HERRMANN 1958; KÜHL 1958; LAKATOS and BITO 1964]. However, the 

disadvantages
3
 of OES make the interpretation of the signals quite difficult. For improved 

investigations, advanced diagnostics are required. 

The main trends and aims of electrode research considering the relevance to lamp 

applications have been summarized by Chittka et al. [1997], who illustrated the special 

requirements during lamp ignition (glow mode) and stationary operation (arc mode). 

Erosion during ignition 

Born et al. [2000] investigated lamp ignition in a pulsed low-pressure argon discharge by 

measuring tungsten erosion directly after the instant start. They applied laser-induced 

fluorescence (LIF) to determine the absolute densities in the cathode region and compared 

the spatially and temporally resolved tungsten densities with diffusion model calculations. 

Haverlag et al. [2002] showed that coil breakage is caused by tungsten sputtering mainly 

during the glow-to-arc transition. This assumption was proved by the investigations of 

Hilscher et al. [2004] on both linear and compact fluorescent lamps by using fast emission 

spectroscopy and high-speed video observation. In contrast, Hadrath [2007] proved that the 

sputtering of tungsten is nearly constant during the glow phase by measuring the absolute 

tungsten density in the vicinity of the electrode using LIF. The high signal during the 

glow-to-arc transition, observed by emission spectroscopy, occurs because of an increase of 

electron temperature and electron density, resulting in a significantly more efficient 

excitation of the sputtered tungsten atoms. The average emitter loss per ignition was 

quantified by Van den Hoek et al. [2002], who used the emitter material with radioactive 

Ba133 and determined its deposition on a moveable shield. 

A one-dimensional thermal model for an operating fluorescent lamp electrode was 

developed by Soules et al. [1989], who found semi-quantitative agreement of the calculated 

temperature distribution with temperature profiles measured by using an optical pyrometer. 

Another one-dimensional model of the electrode was developed by Golubovskii et al. 

[2006]. They included self-consistent heating by using the external and discharge currents 

and found very good experimental agreement with investigations of the diffuse modes, the 

spot modes, and their transition. 

Erosion during stationary operation 

Electrode erosion during stationary operation was investigated by Bhattacharya by using 

the high-sensitivity method of LIF [BHATTACHARYA 1989a, b]. He measured barium 

density in the electrode region to investigate the loss of barium from the electrode for a 

fluorescent lamp operating at 60 Hz. High peaks in barium densities occur at a zero current 

owing to the re-ignition of the lamp. The ionization of neutral barium and collection of the 

                                                 
3
  The most important disadvantages of OES in the electrode region are that radiation can only be observed 

while the lamp is on, radiation occurs only from excited states, and excitation depends on the cathode fall, 

which dominates the plasma processes in the electrode region. 
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produced ions by the cathode at low frequency operation were also discussed by Michael 

[2001]. In 1992, Moskowitz [1992] used LIF to investigate the influence of various lamp 

parameters (e.g. different lamp ballasts) on the lifetime of lamp electrodes. Additionally, 

Samir et al. [2007] measured the temporal and spatial distribution of barium atoms in 

fluorescent lamps by using LIF under 60 Hz operation and showed that the maximum 

barium is mainly emitted at the hot spot. 

The electrode processes and especially the interaction of plasma and electrode for 

stationary, high-frequency operation were modeled by Garner in 2008 [Garner 2008b]. He 

concentrated on the characterization of the plasma in the electrode region, which allows for 

a more detailed representation of the coupling between electrode and plasma. In 2010, 

Hadrath and Garner [2010] determined the sputtering of barium from the electrode during 

stationary operation. They observed the resonant line of barium atoms at 553 nm with a 

Fabry–Perot interferometer to determine barium temperatures. Under certain discharge 

conditions, they found temperatures significantly higher than the electrode temperatures 

that could only occur because of sputtering. 

In 2009, Rosillo and Chivelet [2009] predicted the lifetime of fluorescent lamps choosing a 

more empirical approach by measuring certain lamp parameters (such as voltage and coil 

resistance) during lifetime and correlating these with the achieved lifetime of the lamps. 

Although this study may seem to be less significant as they used only 34 lamps, it 

demonstrates the need for a lifetime prediction method. A method to determine the time 

averaged emitter loss by measureing the maximum heat reat (dertemination of the heat 

capacity of the electrode that corresponds to the emitter mass) has been establische by 

Wharmby [WHARMBY 2004]. With hist metode, Buso et al. [2009; 2012] found a quasi 

linear loss of emitter with the burn time. 

Finally, Kobayashi et al. [2010] modeled emitter loss during lamp life. They focused on an 

electrode model that predicts temperature profiles during lamp life, illustrating that the 

proportion of the loss in total barium from the cathode is almost linear with the burn time. 

Main goals of this work 

This work expands upon the presented related work and it should thus complement the 

existing knowledge. The main goal is to examine absolute electrode erosion during the 

stationary operation of commonly used fluorescent lamps. In contrast with other works that 

determined a time-averaged erosion over several hundred operation hours [BUSO et al. 

2009; BUSO et al. 2012; KOBAYASHI et al. 2010; ROSILLO and CHIVELET 2009; WHARMBY 

2004], instantaneous erosion and its dependence on operation parameters is determined. 

The work focuses on commercial T8 lamps at the operating mode of commonly used 

electronic ballasts with frequencies at several tens of kHz. This operation regime allows the 

results to be applied to classic tubular lamps as well as to compact lamps. 

Initially, erosion under standard conditions at the nominal lamp current is determined. With 

a view to continuously raising requirements of modern fluorescent lamp systems, dimmed 

operation (reducing the light output through a reduced lamp current) is investigated. In 

particular, the focus is on the benefit of an additional heat current for reducing electrode 



 

 

 

7 

 

erosion at reduced lamp currents. To ensure comparability with related works and 

adaptability to older lamp systems, dependence on operation frequency is also examined. 

Methodology 

Electrode erosion during stationary operation is characterized by the erosion of barium as 

the main compound of the electrode. Thus, LIF is used for the sensitive determination of 

the absolute ground state densities of the released barium in the electrode region. As the 

determined released barium is affected by the plasma in the electrode region, the 

determined barium atom and barium ion ground state densities do not represent the absolute 

loss and thus barium erosion. To overcome this limitation, a new method based on a barium 

diffusion model (see Chapter 4) is developed in order to determine the absolute barium 

evaporation from the measured densities. 

To characterize the electrode operation for the investigated operation parameters and ensure 

comparability with related works, additional diagnostics are applied. Electrode temperature 

as a basic parameter that determines barium evaporation is determined by using pyrometry. 

The cathode fall voltage as the parameter for electrode operation is estimated by using the 

commonly used band method. The plasma in the electrode region is then characterized by 

using microwave interferometry, allowing the determination of electron densities and 

ionization rates. 

Structure of the thesis 

The thesis is structured into six chapters. After this introduction, an overview of fluorescent 

lamps with a focus on electrode processes and erosion is given. The third chapter describes 

the applied experimental methods and their experimental arrangement. In the fourth 

chapter, a new method and a model for determining absolute emitter evaporation during 

lamp operation are presented. The detailed investigation of emitter erosion and its 

dependence on the operation conditions are presented in Chapter 5. Finally, the thesis ends 

with a conclusion. 
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2 Fluorescent lamps 

Fluorescent lamps are classical low-pressure discharges designed for converting electrical 

power into visible light. In 1901 Peter Cooper Hewitt [1901] discovered that a low-pressure 

discharge through a mixture of mercury vapor at a precise optimum and a rare gas at a 

somewhat higher pressure was very efficient in converting electrical energy into ultraviolet 

light [WAYMOUTH 1971]. Up to 70% of the electrical power applied to a discharge with a 

sufficient long positive column could be converted to a single line of the resonance 2

3P6  

mercury state at 253.7 nm. With the development of a suitable fluorescent phosphor for 

converting the mercury radiation into visible light and efficient long-lived electrodes 

(developed in the late 1930s), fluorescent lamps became commercially available in the 

1940s [LANKHORST and NIEMANN 2000]. Since then, the basic configuration has not 

changed. During the next decades, further developments were coupled with the 

technological improvement of phosphor (enhancement of efficacy) and the improvement of 

electrodes (enhancement of lifetime). 

The tubular construction of fluorescent lamps and the need for external ballasts made 

fluorescent lamps incompatible with existing lighting systems. Therefore, the first 

fluorescent lamps were used in industrial applications. In 1981, the efficacy of fluorescent 

lamps was improved significantly by the introduction of electronically controlled ballasts 

offered by OSRAM [ROZENBOOM 1983], which allowed the introduction of compact 

fluorescent lamps in the early 1980s. As these were compatible with the standard socket of 

incandescent lamps, they became a cost-effective, efficient alternative to the incandescent 

lamp [PROUD 1983]. Since then, fluorescent lamps became relevant for the consumer 

market. 

Another improvement has be achieved by the introduction of T5 lamps with smaller 

diameter (T5 = 5/8 inch compared with standard T8 = 8/8 inch) in combination with three-

band phosphors. The smaller diameter has many optical advantages for the design of high-

performance lamp systems. Today, the efficacies of such lamps can be up to 100 lmW
-1

 

compared with approximately 35 lmW
-1

 in 1940 [ABEYWICKRAMA 1997]. 

All times, discharge lamps have been continuously improved with innovative approaches 

and the availability of new materials and techniques, whereas the research in the last few 

years were mainly focused on developing more economical, energy-saving solutions and on 

ensuring maximum environmental compatibility [OSRAM 2010]. Along with the reduction 

of energy consumption, the increase of lamp lifetime can improve the environmental 

compatibility of fluorescent lamps. 

For the year 2016, a market share of fluorescent lamps of about 43 % of the global lamp 

market with revenues of 16.9 billion Euros is expected [MCKINSEY]. 
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2.1 Configuration, function, type, and operation mode  

Although huge variations of fluorescent lamps exist, the basic configuration is always the 

same (see Figure 2-1). The discharge vessel consists of a glass tube, where typically a non-

UV-transparent glass is chosen. Depending on the lamp type and the desired power, the 

total length is between 14 cm and 240 cm and the outer diameter is between 16 mm and 

54 mm. The outer diameter defines the typical lamp types: T5 (5/8 inch ~ 16 mm), T8 (8/8 

inch ~ 25 mm), and T12 (12/8 inch ~ 38 mm). 

The inner wall of the glass tube is covered with phosphor, responsible for converting the 

UV radiation emitted by mercury to the desired visible light. The chosen phosphors 

determine the light color and quality (expressed by the color-rendering index
4
 CRI). Today, 

primary high efficient three-band phosphors (such as Cer-Terbium-Magnesium-Aluminate 

[RUTSCHER and DEUTSCH 1984]) are used, combining high conversion efficacy and good 

color rendering. As most of them consist of noble earths, the phosphors are an expensive 

part of fluorescent lamps. 

Electrodes are placed at both ends of the tube, connecting the external electrical circuit with 

the discharge, and are responsible for driving the current into the plasma. For reduction of 

electron emission losses, the electrode is coated with a work function lowering emitter. A 

detailed description of their construction and operation is given in the following section. As 

fluorescent lamps are typically driven with an AC-current, both electrodes work alternately 

as cathode and anode. 

 

 
Figure 2-1: Schematic of a tubular fluorescent lamp with stick electrodes 

 

The filling of a fluorescent lamp consists of mercury vapor and buffer gas. During its 

lifetime, mercury gets lost due to attachment in the phosphor coating. Therefore, more 

mercury than needed is filled in. Accordingly, the mercury vapor pressure is saturated and 

defined by the coldest point of the fluorescent lamp, the so-called cold-spot. The vapor 

pressure and therefore the cold-spot temperature significantly affect the emission of UV-

radiation. 

                                                 
4
  The color-rendering index (CRI) is used to quantify the light quality of a light source. The ability of the 

light source to reval colors is related to an ideal natural light source. The higher the value, the better the 

color of an illuminated object correspond to its natural color. Numerically the highest CRI = 100 is 

acchived by black bordy radition. Typically, glourescent lamps has an CRI between 70 and 90. 



 

Configuration, function, type, and operation mode 

 

11 

 

The buffer gas is necessary for reduction of the ignition voltage and especially for reduction 

of diffusion losses of charged particles to the inner wall. Without buffer gas, a huge amount 

of electrons would get lost at the inner wall, due to their long free path length. With 

additional buffer gas (noble gasses) with densities 500 times higher than the density of 

mercury, the free path length is significantly reduced due to inelastic collision with gas 

atoms. As the excitation energy of noble gasses (e.g. Argon: 11.55 eV) is significant higher 

than the desired averaged electron energy (approx. 1 eV), only a small amount of energy is 

lost due to elastic collision with gas atoms and the discharge is still dominated by mercury. 

Typically, mixtures of Argon and Krypton with pressures of between 1 mbar and 5 mbar 

are used. In newer T5-36 W lamps, the mixture consists of about 30% Kr and 70% Ar at a 

pressure of 2.1 mbar. 

 

 

 
Figure 2-2:  Regions and potential from the cathode (l = 0) to the anode of fluorescent lamps. 

 

During operation of fluorescent lamps, the typical potential of a low-pressure discharge 

builds up with the characteristic regions given in Figure 2-2. The longest region is the 

positive column connected by the anode sheath to the anode and by the cathode sheath, 

negative glow, and the Faraday dark space to the cathode. 

The positive column is determined by an equilibrium of charge carrier production in the 

plasma and the loss of charge carriers due to ambipolar diffusion to the inner wall where 

they recombine. Thus, the positive column is very homogeneous and extends over almost 

the whole length of the discharge. In the positive column, the current is mainly transported 

by the electrons. The portion of the electron current on the lamp current is approximately 

99% [WAYMOUTH 1971]. As typical for low-pressure discharges, the positive column is a 

low-temperature plasma. In general, the kinetic energy transfer from electrons to heavy 

particles by elastic collisions is very ineffective due to their great different in mass. At the 

used pressures, the electron-heavy particle collision rate is too low to achieve the 

thermodynamic equilibrium. Therefore, the gas temperature (heavy particle temperature, 
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Tn-neutral particle temperature and Ti-ion temperature) is cold (near to ambient temperature 

eV026.0K300TT in  ). In contrast, the electron temperature is quite high. A typical 

value, suitable for very effective excitation of mercury, is eV1Te  . The exact value 

depends on the discharge current and the used buffer gas. In general, a reduction of gas 

pressure leads to an increase of the ambipolar diffusion coefficient resulting in higher losses 

of electrons due to recombination at the inner wall. To compensate for the losses, a higher 

production rate of electrons due to ionization is needed. Due to the lower pressures, the free 

path lengt of the electrons increses. Thus, the electrons could accelerat over longer 

distances leading to higher electron energies (electron temperatures). However, to accive a 

higer production rate of electrons per length, the field strength (the voltage along the 

positive column) has to be increased. The same effects could be observed by the use of 

different noble gases. In general, the ambipolar diffusion coefficient of gases decreases 

with an increase of mass. Thus, in the order of the noble gases He, Ne, Ar, Kr and Xe, the 

diffusion coefficient as well as the electron temperature decreases. 

The uv-radiation, later converted by the phosphor to the desired visible light, is produced in 

the positive column. Due to inelastic collisions with mercury atoms, the electron energy is 

transferred to excitation processes of mercury, primary emitting uv-radiation at the resonant 

lines at 253.7 nm and also at 185 nm. Thus, the electron temperature and the efficacy for 

converting electrical power into uv-radiation significantly depend on the density (the vapor 

pressure of mercury), defined by the cold-spot temperature. If the mercury density is too 

low, there would not be enough mercury atoms for excitation processes and the electron 

energy would be transferred in excitation processes of the buffer gas. Vice versa, a very 

high density would lead to intensified self-absorption. An emitted uv-photon is absorbed by 

a mercury atom in ground state and then again emitted. If these processes dominate (due to 

too high mercury densities), the probability of radiation-less de-excitation increases and the 

energy is converted into heat, lowering the uv-emission efficacy. According to the designed 

power and buffer gas, an optimum vapor pressure could be achieved at a cold spot 

temperature of about 40°C [RUTSCHER and DEUTSCH 1984] (this corresponds to vapor 

pressure of approx. 1 Pa). 

The positive column is connected via the cathode region, including negative glow and the 

Faraday dark space to the cathode. At the cathode surface, about 10% of the lamp current is 

transported by positive ions, 90% by electrons. Thus the negative glow is the transition 

region between electrode surface and positive column (electron current is about 99%), 

where the different ion currents are balanced. The ionization rate in the negative glow has 

to be much higher than in the positive column to produce the needed ion current. To 

provide the energy necessary for such higher ionization rates, a potential drop between 

cathode and negative glow builds up. This potential drop is concentrated in a very thin 

sheath at the electrode surface (cathode sheath). The so-called cathode fall has a typical 

potential drop of between 5 and 15 V and the cathode sheath size is less than 0.1 mm. In 

contrast, the negative glow has a typical size of between 1 and 3 cm. Between the negative 

glow and the positive column, an approximately 1 cm long region with less ionization 

appears. Analogous to the glow discharge, this darker region is called FARADAY-dark-space 

[WAYMOUTH 1971]. 
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At the anode, the positive column is connected via the anode sheath to the electrode 

surface. As the electrode would not emit ions, the anode current is only transported via the 

electrons collected by the anode. The concrete anode sheath and its anode fall depend on 

the ratio of discharge current and thermionic emission of electrons. The size of the sheath is 

approximately 1 mm, whereas the anode fall is between 0 and 2 V. For electrodes with a 

large surface, the cathode fall could also be negative [WAYMOUTH 1971]. The anode fall 

builds up during the anode phase. After the cathode phase, there exists a huge amount of 

electrons (due to high ionization in the negative glow) in the anode region. First, the lamp 

current (anode current) could be sustained by collecting these electrons without an 

additional potential drop. However, a low potential drop may occur to recollect 

thermionically emitted electrons. After a certain time, the electron density in the anode 

region decreases. Now the anode fall voltage has to build up to collect the electrons 

necessary to sustain the lamp current. If the anode phase is sufficient short, there is no need 

for an additional anode fall and the anode losses could be reduced. This effect could be 

observed for anode phases shorter than 200 µs and is the motivation for the kHz operation 

mode, commonly used in modern lightening systems. 

Types of fluorescent lamps and operation mode 

Today, there exists a huge amount of different commercial available fluorescent lamp 

types; a short overview is given in Figure 2-3. One example is the classical tubular lamp, as 

well as modifications such as the U-shaped and the circular (no closed loop) lamp. The 

newer compact lamps, with integrated electronic ballasts, are compatible to the standard 

socket of incandescent lamps.  

 

 
Figure 2-3:  Selection of different commercial available fluorescent lamps (FL) such as tubular FL, U-shaped FL, 

compact FL, compact FL with integrated ballast, and circular FL. 
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In principal, a fluorescent lamp could be driven by a DC current. As the lamps have a 

negative differential resistance (at the working point, the voltage will decrease with 

increasing current) the current has to be limited. Therefore, in DC mode an additional 

resistance is required which would produce substantial losses. The easiest method to 

overcome this problem is the use of a choke as inductive ballast, limiting the current. This 

would allow using the normal net voltage for operation. The European standard circuit for 

operation with net frequency (see Figure 2-4, left) also includes a starting mechanism. 

Before ignition of the lamp, the starting switch is closed and the current will flow through 

the choke and the electrodes. This will heat up the electrodes, which will limit electrode 

erosion during ignition, a method known as warm start in contrast to instant ignition where 

electrodes are not heated. After a certain time the starting switch is opened and the current 

is blocked. The choke will react with a very high voltage, which ignites the lamp. Typical 

ignition voltages are between 600 and 800 V. The polarity of the discharge changes with 

every half period. The ambipolar diffusion time is in the region of 1 ms. 

 

 
Figure 2-4:  Standard circuits for operation of fluorescent lamps with net frequency (left) and with an electronic ballast 

(right) at a few kHz. 

 

At net frequencies of 50 Hz (Europe) and 60 Hz (US), the discharge regions disappear 

during change of polarity and have to be built up again in the next half cycle, causing 

additional losses. By increasing the operational frequency to a value where the period is 

smaller than the ambipolar diffusion time, these repolarization losses could be avoided. 

This leads to the invention of electronic ballasts (see Figure 2-4, right) working at 

frequencies between 5 kHz and 100 kHz. Modern electronic ballasts provide additional 

advantages such as lower losses in the ballast, reduction of flicker, controlled electrode 

heating, dimming and the reduction of ballast size and mass [LU et al. 2005; ZISSIS and 

KITSINELIS 2009]. Very small electronic ballasts allow integration in a standard lamp socket 

and make compact lamps available. Today, electronic ballasts are state of the art and 

commonly used. 

Therefore, in this work the kHz operation mode of fluorescent lamps is primarily 

investigated as it allows the results be applied to classic tubular lamps as well as to compact 

lamps. 
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2.2 Electrodes for fluorescent lamps 

The electrodes of fluorescent lamps, as connections between plasma and the outer 

electronic circuit, are responsible for driving the current into and out of the plasma. As 

typical fluorescent lamps are driven in AC-mode, half the time the electrode works as 

cathode, emitting electrons, and half the time as anode, collecting electrons. The cathode 

phase is the technologically challenging half of the cycle, because a high electron emission 

at high temperatures causing low losses is desirable. Thus, the development of electrodes is 

a compromise of an effective emittance of electrons with low losses and reaching a certain 

durability, allowing acceptable lifetimes. Up to now, the lifetime of a fluorescent lamp is 

determined by the lifetime of its electrodes, where typical values between 10,000 and 

20,000 hours could be reached. 

2.2.1 Basic configuration 

For electrodes, the effective electron emission of alkaline earth oxides such as BaO, SrO 

and CaO is used. The electrode construction has to hold the oxide mixture, especially at the 

start when the electrode is heated to about 1200 K in a few seconds. Therefore, a tungsten 

coil, also suitable for additional ohmic heating, is used as a basket. 

 

 
Figure 2-5:  Standard electrodes of fluorescent lamps. Left: double-wounded stick coil used for T12 and T08 lamps, 

right: triple coil used for T05 and compact fluorescent lamps, and; middle: SEM of emitter structure (SEM 

picture is taken from [VAN DEN HOEK 2003]). 
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In Figure 2-5 the two standard electrodes for fluorescent lamps are shown. The so-called 

stick coil (Figure 2-5, left) is used for T12
5
 and T08 lamps. The primary spiral consists of a 

thin tungsten wire wrapped around a thick wire, known as the primary core, which is 

needed for mechanical stabilization of the unstable primary spiral. This primary 

construction is again wrapped tightly to form the stick coil. At both ends, the electrode is 

connected to the electrode posts by crimp connection. The typical length of the electrode is 

approx. 10 mm, and the typical diameter is 1 mm. The electrode is coated with 

approximately 10 mg of emitter, whereas the region 1 mm from the post is free of emitter. 

For smaller lamp diameters, a stick coil is wrapped again to form a triple coil (see Figure 

2-5 right), and these electrodes are primarily used for T05 and compact lamps (T04). 

2.2.2 Emitter coating 

The pre-fabricated electrode system includes the electrode post melted in a glass holder, the 

tungsten electrode, and the emitter coating. Due to the chemical instability of alkali oxides 

in air, electrodes are coated with an emission paste that usually contains alkali carbonates, 

as these are capable of being decomposed by heat to the desired oxides. The emitter 

mixture consists of barium carbonate with additional alkali carbonate, such as strontium- 

and calcium-carbonate. The typical particle sizes in the emission paste is about 1 to 5 µm 

[RUTSCHER and DEUTSCH 1984]. There exist quite a lot of different mixtures, depending on 

the application and especially on the manufacture, whereas barium carbonate is the main 

component and is responsible for an efficient emission of electrons. The other carbonates 

are used to optimize the long-term instant start stability and to increase lifetime. Therefore, 

the following discussion is focused on barium carbonate, whereas the general processes are 

similar for the other alkali carbonates. 

Activation of emitter 

The decomposition of barium carbonate by heat to the desired barium oxides is achieved 

during lamp production under absence of oxygen at high temperatures. For this so-called 

activation, the electrodes are heated up to about 1300 K and the gases produced are pumped 

out. The two most significant reactions are the wanted thermal decomposition of barium 

carbonate to the desired barium oxide by production of CO2: 

      g
2

CO3sBaO3s
3

3BaCO   (2-1) 

and the unwanted oxidation of tungsten by carbon oxide by production of CO at the 

boundary layer of tungsten and barium carbonate: 

        gCO3sWOBasWs3BaCO 633  . (2-2) 

                                                 
5
  The them “T12” describes a turbulat lamp with an diameter of 12-eighths of an inch. 
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Figure 2-6 (left) illustrates these main processes. At typical activation temperatures (about 

1300 K), the unwanted reaction (2-2) is thermodynamically highly favored [RUTLEDGE and 

RITTNER 1957]. Thus, barium carbonate is wasted by production of Ba3WO6 forming a 

layer between tungsten and barium carbonate. Further production of Ba3WO6 is limited by 

the diffusion of barium carbonate through this layer. 

To reduce the loss of barium according to reaction (2-2), a special temporal temperature 

profile is used during activation, optimizing the amount of barium oxide. In general, a high 

temperature of the electrode should be reached very quickly and kept constant for a certain 

time. The process could be controlled by measuring the gases produced. 

The produced BaO forms a porous structure as indicated in Figure 2-5 (bottom, middle), 

and Figure 2-6 (right) illustrates a scanning electron microscope (SEM) image of the cross 

section of an activated electrode. Around the small tungsten wires a more or less irregular 

layer of Ba3WO6 is formed. All barium carbonate is converted to porous BaO. 

 

 
Figure 2-6:  Left: processes during activation converting BaCO3 to the desired BaO. A Ba3WO6 layer is formed at the 

boundary layer of tungsten and BaCO3. Right: scanning electron microscope (SEM) image of cross section 

of an electrode after activation. The SEM picture is taken from [VAN DEN HOEK 2003]. 

 

2.2.3 Work function and generation of electrons at the cathode 

The key feature of the cathode is the efficient emission of electrons. In order to leave a 

solid body, the energy of an electron has to be at least as high as the potential barrier 

keeping it in the solid. For metals, the electron energy distribution (EED) is given by the 

Fermi-Dirac-distribution: 

  

1

1






Tk

EE

B

F

e

EW , (2-3) 

where  EW  denotes the average number of electron in the state with the energy E , FE  

the Fermi energy, Bk  the Boltzmann constant, and T  the temperature. At a temperature of 

absolute zero, there is no electron at energies higher than the Fermi energy. The potential 
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difference between this Fermi energy and the outer surface is defined as the work function 

0  (see Figure 2-7a) [JENKINS 1969]. The work function depends on the material, the 

surface structure and the surface coating. Therefore, it is strongly influenced by impurities 

and additional surface layers such as oxide coating or barium tungstate. For pure tungsten 

the work function is about 4.5 eV [CHITTKA et al. 1997], whereas for tungsten with an 

atomic layer of barium it is less than 2 eV [MISHRA et al. 2004]. A further lower work 

function of 1.36 eV is reached by barium layer on barium oxide [MISHRA et al. 2004]. 

Thus, the used barium oxide emitter is well suited to lower the work function significantly. 

However, every electron that leaves the electrode has to overcome the work function. 

Depending on the operation mode of a fluorescent lamp, two different mechanisms 

dominate. 

During the glow phase (approx. the first second) of instant start circuits, the electron 

emission is due to secondary emission by bombardment of positive ions. For this so-called 

 -process, a high cathode fall voltage is needed to provide enough energy for the ions. Due 

to this high energy, the ions also destroy the electrode by sputtering [HADRATH 2007]. 

During the glow phase, the electrode is heated up until a certain temperature is reached and 

transits to the arc mode (glow-to-arc transition). 

Thermionic emission of electrons 

During steady-state operation the electrode works in the so called arc-mode (arc discharge 

[RAIZER 1991]), characterized by the thermionic emission of electrons from a hot electrode. 

The formation of a hot-spot occurs, having a typical temperature of between 1100 and 

1400 K and a typical width of 0.5 mm. 

At such high temperatures, the electron energy distribution function (2-3) of the electrons in 

the metal has a significant amount of electrons above the work function that are able to 

leave the solid body. Accordingly, electrons are emitted at the hot surface. The number of 

electrons emitted per time and surface area, also written as current density J , is described 

by the RICHARDSON-equation [RICHARDSON 1965]: 

 
TkBeTAJ




 2 , (2-4) 

where T  is the temperature of the metal,   the work function, Bk  the Boltzmann constant, 

and A  the RICHARDSON constant [MELISSINOS 1966]. As could been seen easily from the 

equation, the current density strongly depends on the surface temperature as well as on the 

work function. Due to balancing heating and cooling mechanisms, a temperature of the 

hot-spot will arise so that the discharge current during the cathode phase could be delivered 

by thermionic emission. The main heating mechanisms are the heating due to the collected 

electron in the anode phase (electron heating), heating by ions accelerated in the cathode 

fall during the cathode phase (ion heating), and ohmic heating by the discharge current in 

the thin tungsten wire. The main cooling mechanisms are the emission of electrons during 

the cathode phase (providing the work function), heat radiation and heat conductance along 

the electrode and through the buffer gas [RUTSCHER and DEUTSCH 1984]. 
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Reduction of work function by electric fields 

In the presence of an electric field at the surface, as it is produced by the cathode fall 

voltage, the thermionic emission could be increased by the reduction of the work function 

in equation (2-3). In case of the alkali oxide electrodes used in fluorescent lamps, two 

effects that must be considered are the SCHOTTKY- and the patch-effect [GARNER 2008b]. 

Both are lowering the work function in presence of an electric field and allowing a fast 

temporal modulation of the electrode emission. This is needed for AC driven fluorescent 

lamps, as the temperature stays more or less constant during one period. 

The SCHOTTKY-effect is also known as enhanced thermionic emission. An electron, 

escaping from the surface (r = 0) of a conductor, induces a mirror charge and therefore sees 

a potential in the form: 

  
2

0

2

4 r

e
rE


 , (2-5) 

( e  electron charge, 0  vacuum permittivity) outside the surface. Together with the 

potential produced by the outer electric field eEr , the effective potential barrier, and 

therefore the work function, is lowered (see Figure 2-7). The resulting effective work 

function   could be written as the difference of the original work function 0  and the 

drop of the potential barrier   depending on the electric field:  

 

0

3

0

4

Ee




. (2-6) 

( e  electron charge , E  electric field, 0  vacuum permittivity). 

The patch-effect depends on local variations of the work function. As the work function of 

alkali oxide electrodes depends on the density of free barium, it could vary strongly 

between neighbored crystals [WAYMOUTH 1971]. Assume neighbored surfaces with 

different work functions 1  and 2  have the same size. For an infinity checkerboard 

pattern of these two surfaces, it has been shown [BECKER 1935; NOTTINGHAM 1936] that in 

the absence of an electric field the effective work function is given by the averaged work 

function 2)( 12  , as illustrated in Figure 2-7b. In the presence of a moderate 

electric field, the effective work function is reduced to a value below 
~

 (see Figure 

2-7c). For an even stronger electric field, the effective work function is equal to the lower 

work function 1  (see Figure 2-7d). Thus, the electric field allows the effective work 

function to be varied by an amount of   221  . To give an example, a difference 

between work functions of about 1 eV at an electric field in the range of 10,000 V/cm leads 

to an increase of the thermionic emission by a factor of 1005 e  [WAYMOUTH 1971]. 
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Figure 2-7:  Reduction of work function by electric fields in case of the SCHOTTKY-effect (left) and the path-effect 

(right). 

 

Need to lower the work function with presence of free barium 

As mentioned before, a low work function due to the presence of free barium is essential 

for this kind of high efficient electrode. The need to lower the work function could be 

illustrated by two calculations according equation (2-4). To reach the same electron 

emission of pure tungsten (work function 4.5 eV [CHITTKA et al. 1997]) at 2500 K, tungsten 

with an atomic layer of barium (work function 2 eV [MISHRA et al. 2004]) would only need 

a temperature of 1196 K. Thus, the presence of barium reduces the energy needed for 

electron emission (electrical electrode loss) and significantly lowers the electrode 

temperature to a level that allows for the long-term operation of tungsten filaments. 

The sensitive coupling of work function and hot-spot temperature should be illustrated by 

another calculation. It can be assumed that a typical hot-spot temperature is 1250 K and a 

work function is 2 eV for barium on tungsten [MISHRA et al. 2004]. An increase of the work 

function of 0.1 eV, e.g. by the reduced production of barium would therefore lead to an 

increase of the hot-spot temperature of 56 K to 1306 K. Thus, even a minor increase of the 

work function leads to a significant increase of the electrode temperature and therefore to 

increased electrode erosion. 

Production of barium during operation 

The free barium is continuously produced during operation. After activation, the emitter 

consists of barium oxide. In hot-spot operation mode, the barium is provided from 

reduction of the oxide by tungsten: 

    g3BasWOBa)W(s)BaO(s6 63  , (2-7) 
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whereas, the corresponding vapor pressure of free barium is given, according to Rutledge 

and Rittner [1957], by: 

 T
gBap

K40016
02.8

)( 10Pa3.133


 . (2-8) 

The reaction appears only at the tungsten surface and is limited by the temperature (see 

equation (2-8)), the loss of the produced barium and the presence of barium oxide at the 

surface. The produced barium tungstate 63WOBa  forms a layer at the tungsten surface 

limiting further transport of barium oxide to the surface as well as the diffusion of the free 

barium produced (see Figure 2-8). However, Rutledge and Rittner [1957] have shown that 

reaction (2-7) does not represent the end point in the reduction of barium oxide. The 

produced tungstate 63WOBa  is capable of further reduction with tungsten: 

        g3Bas3BaWOsWsWO2Ba 463  . (2-9) 

For this reaction the corresponding vapor pressure of free barium is given by: 

 T
gBap

K86116
02.8

)( 10Pa3.133


 . (2-10) 

 

 
Figure 2-8:  Production of free barium at the surface of tungsten wires during operation in spot mode at temperatures 

of about 1250 K. The loss of the produced barium is determined by the diffusion through the Ba3WO6 

layer (solid diffusion), diffusion through the porous emitter (primary BaO), and diffusion through the 

buffer gas to the inner wall. 

 

As the vapor pressure of free barium produced by reaction (2-9) at 1250 K is about half of 

the pressure produced by reaction (2-7), it could be concluded that reaction (2-7) is 

dominant. Through experimental studies, Rutledge and Rittner [1957] determined that 
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normal electron emission occurs as long as barium is generated by reaction (2-7) and that 

emission fails when reaction (2-9) takes over as the source of free barium, causing the end 

of the electrode’s life. 

2.3 Electrode erosion 

The lifetime of a fluorescent lamp is determined by the lifetime of its electrodes. Thus, long 

living, robust electrodes are essential for durable fluorescent lamps. During live time, the 

electrode and its emitter are consumed. Thus, the investigation and understanding of the 

erosion process is of special interest. 

The electrode operation strongly depends on the presence of free barium, produced by 

reduction of barium oxide. If the amount of free barium is not sufficient to reach the 

thermionic emission necessary, the lamp would not ignite or would stay in the glow mode, 

causing rapid destruction of the electrode. Finally, the electrode’s lifetime depends on the 

remaining reservoir of the emitter, primarily barium oxide. Considering this, the term 

electrode erosion is equivalent to the term emitter erosion. In a broader definition, all 

processes lowering the lifetime of the electrode during operation could be understood as 

electrode erosion. There are three essential processes: sputtering (removing electrode 

material), chemical reaction (consuming barium or reducing further barium production), 

and the evaporation of barium (consuming the barium emitter), which will be discussed in 

more detail. 

2.3.1 Sputtering 

If ions with a certain amount of kinetic energy hit the electrode surface, the emitter material 

is released by sputtering. In case of the alkali oxide electrode, sputtering occurs for ion 

energies above 15 eV [GARNER 2008b; WAYMOUTH 1971]. The amount of sputtering 

increases exponentially as the kinetic energy of the incident ion increases above this sputter 

threshold [STUART and WEHNER 1962]. As the kinetic ion energy at the electrode surface is 

determined by the cathode fall voltage (the potential drop of the (approx.) 0.1 mm thin 

cathode sheath at the surface), even a small increase of the cathode fall can drastically 

increase sputtering. 

In particular, sputtering occurs during instant start (cold start). The lamp ignites in 

glow-mode (glow discharge) where cathode fall voltages up to 100 V [WAYMOUTH 1971] 

may appear, causing a significant amount of sputtering. It has been proved by [HADRATH 

2007], that the kinetic energy of the ions is sufficient enough to sputter the emitter material 

and also the tungsten. After a certain time in the glow mode, the electrode is heated by ion 

bombardment and transits into the arc-mode (glow-to-arc-transition). In the arc-mode, 

thermionic emission dominates and the cathode fall voltage is below the sputter threshold.  

The instant start limits the number of switching cycles and reduces the electrode lifetime. 

To reduce sputtering during ignition, the electrode could be heated before ignition, the so 

called warm-start [GOUD and DORLEIJN 2002]. This delayed ignition is the standard 
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procedure of modern electronic ballasts and leads to a significantly increased electrode 

ignition durability. 

During operation, sputtering always appears if thermionic emission is not sufficient. The 

electrode is designed for one optimal discharge current by using a tungsten filament 

producing enough ohmic heating for reaching the desired hot-spot temperature. During 

dimmed operation, a lower discharge current is applied and a sufficient hot-spot 

temperature could not be reached. This will result in a higher work function causing higher 

cathode fall voltages and therefore causing sputtering. To reduce sputtering in dimmed 

operation, the electrode could be heated by an additional heat current through the electrode 

[GOUD and DORLEIJN 2002]. 

Finally, sputtering will occur before end of life. If the emitter is consumed or chemical 

reactions making it ineffective, the work function will increase and, accordingly, the 

cathode fall voltage will exceed the sputter threshold. Thus, at its end of life the electrode is 

destroyed by sputtering. 

2.3.2 Chemical reactions 

Electrode erosion due to chemical reactions summarizes all chemical reactions that lower 

electrode life. There are two main categories of possible reactions, reactions consuming 

emitter material (especially barium or barium oxide) and reactions reducing or preventing 

the production of free barium, resulting in insufficient thermionic emission and therefore 

increasing the cathode fall voltage above the sputter threshold. Usually, these reactions are 

caused by impurities during the lamp’s production, such as water. Another typical process 

is the sputtering itself. During instant start, a certain amount of tungsten is sputtered and 

attached inordinately on the cold electrode. This could lead to an increase of work function, 

resulting in lower thermionic emission leading to higher electrode temperatures 

[WAYMOUTH 1971]. After 10 to 60 minutes, the effect will disappear and the electrode 

returns to normal operation. 

2.3.3 Barium evaporation 

During steady-state operation, the electrode operation depends on the presence of free 

barium on the electrode’s surface. Due to the high hot-spot temperatures, the free barium 

inevitably evaporates. Such loss has to be compensated by continuously delivering free 

barium by reduction of the barium oxide according to reaction (2-7). As the amount of 

barium oxide is limited, its consumption due to barium evaporation determines the 

electrode’s lifetime. To illustrate the consumption, in Figure 2-9 SEM images of a new 

electrode (left) and an electrode at about 75% of its lifetime (right) are presented. First, the 

hot-spot is attached at the right side of the electrode at the intersection of coated and 

uncoated electrode. During lamp life, the hot-spot moves along the electrode (to the left), 

consuming the local barium oxide and producing a rough surface of consumed emitter and 

barium tungstate 63WOBa  [VAN DEN HOEK 2003]. 
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Figure 2-9:  SEM image of triple coils: a new electrode (left), and an electrode at about 75% of its lifetime (right). 

During lifetime, the hot-spot moves from the right side along the electrode and consumes the BaO emitter 

by production of free Ba and Ba3WO6 remaining as porous coating at the electrode. Pictures are taken 

from van den Hoek [2003]. 

 

If the supply of barium oxide is not limited at the hot-spot, reaction (2-7) is in 

thermodynamic equilibrium and free barium with a density according to the hot-spot 

temperature (see equation (2-8)) is produced at the tungsten surface. In that case, the overall 

barium production rate is equal to the loss rate of barium, as lost barium will be delivered in 

addition by the reaction to sustain the vapor pressure at the tungsten surface. Thus, the 

emitter consumption is proportional to the loss rate of the free barium. 

The loss rate is determined by the diffusion of barium from the tungsten surface through the 

barium tungstate 63WOBa  (solid diffusion), through the porous emitter (KNUDSEN 

diffusion [RUTLEDGE and RITTNER 1957; STECKELMACHER 1986; WAYMOUTH 2003]), and 

finally through the buffer gas (gas diffusion) towards the inner wall, as illustrated in Figure 

2-8. The solid diffusion through the barium tungstate 63WOBa  depends on the thickness 

and permeability of the layer that may change during time and is characterized by the 

history of the electrode. The diffusion through the emitter depends on its porosity 

determined by the particle size, the emitter mixture, and the activation process. The 

diffusion through the buffer gas could be described by the diffusion equation: 

     rtnDrtn
t


,, BaBaBaBa 




, (2-11) 

where  rtn


,Ba  is the temporal and space dependent barium density, Ba  is the barium flux 

and BaD  the barium diffusion coefficient in the buffer gas. As the barium flux Ba , and, 

accordingly, the barium loss directly depend on the diffusion coefficient, the obvious 

approach for reducing the losses is to keep the diffusion coefficient as small as possible. 

This could be done by either increasing the buffer gas pressure or choosing a noble gas with 

higher mass. It has been shown by Waymouth [1971], that an increase of argon pressure 

from 1 Torr up to 2.5 Torr would reduce the barium loss by the same factor of about 2.5. 

However, the range of choosing a buffer gas to reduce barium losses is small, as the 

efficacy of UV emission strongly depends on it and has a higher priority in lamp design. 
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Not all of the evaporated barium is directly lost, since a minor amount is transported back 

to a cold region of the electrode, either as barium atoms or as barium ions. In contrast to 

production by reduction of BaO, the vapor pressure of pure barium, is quite higher 

[RITTNER et al. 1957]: 

 T
gBap

K7309
83.7

)( 10Pa3.133


 , (2-12) 

For typical hot-spot temperatures (at 1250 K, Pa148)( gBap ), back transported barium 

would completely evaporate as the hot-spot would be formed close by. Thus, back 

transported barium is not available for lowering the work function in the presence of the 

hot-spot and is effectively lost for further electrode operation. 

Beside higher gas pressure and the usage of high-mass noble gases, the barium loss could 

be reduced by the addition of 3SrCO  and 3CaCO  to the basic emitter mixture. It has been 

shown by Rutledge and Rittner [1957] that a mixture of barium and strontium oxide could 

significantly reduce the barium vapor pressure according to equation (2-8). 

However, the total barium evaporation is very difficult to calculate. Whereas the diffusion 

through the buffer gas is more or less well defined, the diffusion of barium oxide and the 

produced barium through the barium tungstate 63WOBa  layer at the tungsten surface 

depends of several aspects as the structure of the layer and the electrode history. In 

addition, consideration must be given to the KNUDSEN diffusion through the porous emitter. 

Accordingly, research for determining evaporation focuses on diffusion through the buffer 

gas. At typical electrode life times of 20.000 hours, the evaporation rate and the densities of 

the evaporated barium are quite low and very difficult to determine. Thus, the research on 

barium evaporation was limited by the actual technical capabilities, whereas the 

evaporation has been determined indirectly and not during operation. Therefore, there are 

still attempts to determine the real barium evaporation directly and during operation.
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3 Experimental methods 

In this study, the absolute densities of the eroded barium are measured by laser-induced 

fluorescence (LIF), and to understand the electrode operation in detail, additional methods 

are applied. The electrode temperature as a key parameter for evaporation is measured by 

an optimized pyrometric measurement system. The electrode operation itself is 

characterized by its local work function determining the electrode sheath plasma. Thus, the 

cathode fall voltage is determined by the capacitive coupled band method and the electron 

densities in the electrode region are measured by microwave interferometry. 

To increase readability of the thesis, in the following an overview of the applied methods is 

given. A more detailed description including the characterization of the applied setup, 

optimization techniques, and error discussion can be found in Appendix A, in order to 

provide readers focused on the results and discussions with an overview and to provide 

readers interested in experimental methods with details. Afterwards, the investigated lamps 

and precondition parameters are described. 

3.1 Resistive method for determination of average electrode temperature 

For investigations of electrode material evaporation of a heated electrode and for 

calibration of the pyrometric electrode temperature measurement, the resistive method for 

determination of average electrode temperature is applied. In general, the electrode 

resistance during heating by a constant DC-current is related to its cold resistance measured 

at known temperature and allowing the determination of an average electrode temperature. 

Due to its practicable application it has been established as a standard method for 

commercial fluorescent lamps [DORLEIJN and GOUD 2002; LIDE 2001; MYOJO 2010; 

WHARMBY 2004]. 

The electrodes of fluorescent lamps consist of a coiled construction of tungsten wire filled 

with an emitter, whereas the relative amount of emitter may vary according to the 

manufacture and the lamp type [DORLEIJN and GOUD 2002]. By applying a DC current 

through the electrode, the current is transported only by the tungsten wire. At high 

temperatures and without impurities, the electric resistance of such a tungsten wire depends 

only on its temperature. This effect can be used to derive the temperature from the ratio of 

the resistance at high temperatures hR  divided by the resistance at room temperature (cold) 

cR . For the temperature range, interesting for fluorescent lamp electrodes (up to 1400 K), 

the following relationship has been established [DORLEIJN and GOUD 2002; LIDE 2001; 

MYOJO 2010; WHARMBY 2004]: 
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where hT  is the unknown high temperature during heating and cT  is the known cold 

reference temperature (normally room temperature at 25°C = 298.15 K) at which cR  has 

been measured. 

The cold electrode resistant ( cR  is in the range of 1 to 3 Ohm) is measured at a low DC 

current of about 1 mA to prevent heating during resistance measuring. To ensure a precise 

measurement and minimizing effects of the contact resistance, the four-wire sensing 

according to Figure 3-1b is applied. The voltage is measured by KEITHLEY 

2001-Multimeter and the current is provided and measured by the high precision current 

source KEITHLEY 238-Current. 

For increased accuracy, the contact surfaces of inner electrode posts and outer contact are 

soldered. Before each measurement, the setup is calibrated with a reference that consists of 

an original lamp socket with shortened electrode (see Figure 3-1). 

 

 

With this setup and the applied calibration, an absolute accuracy of the average electrode 

temperature of about 1% has been achieved at the interesting temperature range of 1000 K 

to 1400 K. The systematic error due to variation in contact-circuit resistance of different 

lamps determines the main error (see Appendix B.4 for details). 

3.2 Pyrometric electrode temperature determination 

To measure the electrode temperature during operation as a key parameter characterizing 

thermionic emission and emitter evaporation, a pyrometric system [GARNER 1998] provided 

by the OSRAM AG, is used. 

In general, the electrode is imaged on an infrared detection array and the intensity is 

measured (see Figure 3-2). According to PLANCK's law (see equation (A-1)), the infrared 

intensity could be used to calculate the temperature. Such a one-dimensional temperature 

profile along the electrode could be determined. The applied system depicts the electrode 

via an infrared transparent lens on an InGaAs detector array, which has 128 pixels and a 

 
Figure 3-1:  Setup for heating and determination of the average electrode temperature by the resistive method. 

Electrical setup for heating the electrode and high precision electrode resistance measurement by four-wire 

sensing (right), and original lamp socket with shortened electrode used as calibration reference (left). The 

contact surfaces of inner electrode posts and outer contact are soldered. 
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spectral response range between 900 nm and 1700 nm. To avoid unwanted emission of 

plasma in the electrode region, an optical bandpass filter (maximum transmission at 

1500 nm) is placed in front of the detector array. 

 

 

In principal, PLANCK's law allows the calculation of the temperature from the measured 

infrared intensity by a proper calibration of the system. For calculation, the emissivity of 

the electrode surface, which is defined by the surface material and structure, has to been 

known. In contrast to other materials, alkali earth oxides show a huge variation of the 

emissivity according to the temperature. In addition, the emissivity is affected by impurity 

of the surface and disposal of barium and tungsten. Therefore, the emissivity of the emitter 

material varies widely with the temperature and during lifetime. To overcome this problem, 

a special calibration method has been developed. 

For every measurement, alignment of the electrode takes place first. Next, the electrode is 

heated by several DC currents (also called heat current) while the lamp is off and the 

intensities of the detector array are stored. Simultaneously, the electrode resistance is 

measurement and the average electrode temperature is determined according to the resistive 

method (see Section 3.1). As such, for each pixel the measured intensities could be assigned 

to a certain temperature used as calibration. For measurements during operation, for each 

pixel the actual intensity is used to interpolate the temperature from the intensity – 

temperature calibration for the corresponding pixel. Such a calibrated electrode temperature 

profile could be determined with a temporal resolution of about 5 ms. The method allows 

the determination of electrode temperatures for nearly every type of electrode and electrode 

material without knowledge of its emissivity. Mainly, the accuracy is determined by the 

calibration, which leads to an error of about 1.7%. 

Details on the method, setup, and calibration are given in Appendix A.1 

 
Figure 3-2:  Basic configuration of the spatially resolved electrode temperature measuring system.  
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3.3 Cathode fall estimation with band method 

The band method is applied to estimate the cathode fall voltage that characterizes the 

electrode operation. The cathode fall voltage depends on the formed hot-spot, the resulting 

effective work function, the discharge current, the buffer gas and the amount of mercury 

vapor. It directly determines the plasma in the electrode region. For optimal electrode 

operation, the cathode fall voltage has to be below a certain level (typically 15 V) to 

prevent electrode erosion due to sputtering (see Section 2.3.1). Thus, measuring the cathode 

fall voltage provides essential information about electrode operation and plasma conditions. 

The Band diagnostic method, illustrated in Figure 3-3, is based on placing metallic foil 

around the outer surface of the glass tube at the electrode region and measuring the 

potential between electrode and foil. The metallic foil is capacitive coupled to the inner 

wall sheath. Therefore, the method can only be applied to AC driven lamps. Due to its 

simplicity, the band diagnostic has been established as a standard method for fluorescent 

lamps [HAMMER 1989, 1995; NACHTRIEB et al. 2005]. Other methods such as an internal 

probe [CHEN and LABORATORY 1964], a movable electrode [ARNDT 1976; MISONO 1992], 

or actinometry
6
 [HADRATH et al. 2007] need a modified lamp or deliver much less 

information. 

 

 
Figure 3-3:  Experimental setup for the band diagnostic method. A metallic foil is placed around the outer surface of 

the glass tube and the potential between electrode and foil is measured. 

 

The simplicity of the setup is accompanied by several limitations on the interpretation of 

the measured potential. Although the measured signal is related to cathode fall voltage, it 

involves effects by the discharge, e.g. the plasma-wall sheath at the inner surface, and 

effects of the external measurement circuit. The potential difference between the inner wall 

sheath and the boundary between bulk plasma and electrode sheath produces an additional 

unknown shift. Nevertheless, Rich Garner [2008c] significantly improved the 

understanding of the method and interpretation of the signals. For detailed understanding of 

                                                 
6
  Actinometry, a non-invasive method, determines if the cathode fall voltage exceeds certain thresholds by 

observing certain emission lines of Argon. 
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the method, an equivalent circuit representation of the band diagnostic is discussed in 

Appendix A.2. It includes the electrode sheath potential (the quantity of interest), the 

potential between the electrode sheath-plasma boundary and inner wall sheath-plasma 

boundary, the potential drop through the inner wall sheath, and the potential across the 

glass. 

For the measurements in this work, the applied band probe consists of a 0.15 mm thick and 

24 mm wide copper foil. The band is wounded completely around the outer surface of the 

glass tube and is centerd to the electrode. The band is connected to the voltage probe 

LeCroy PP005 (voltage divider 10:1, 10MOhm, 11pF), which is connected to the digital 

storage oscilloscope LeCroy WavePro 7300. For measurement, the signal is averaged 100 

times, whereas the oscilloscope is triggered by zero crossing of the discharge current. 

To allow comparison of different lamps and discharge conditions and especially to open the 

opportunity to compare the results with other work, a new calibration method for the 

external circuit (including the formed capacitor bC  between inner wall sheath and outer 

band probe, the voltage probe and the oscilloscope) has been applied. It is based on a 

comparison of the potential along the positive column with the potential measured with a 

second band probe at the other electrode. With the calibration, a scaling factor of about 

145.1band c  has been determined for the applied setup. It varies for different lamps in a 

smaller range of about 5%. 

However, a detailed discussion of the method of the equivalent circuit representation and 

the calibration method is given in Appendix A.2. 

3.4 Electron density measurement by microwave interferometry 

In order to characterize the plasma in the electrode region by its electron density, the non-

invasive method of microwave interferometry is applied. In contrast to other invasive 

methods, such as internal probe
7
 measurements or the STARK broadening of H - line

8
, 

microwave interferometry is best suited for application on commercial fluorescent lamps. 

Microwave interferometry measures the phase shift of electromagnetic waves by 

propagation through a plasma. Under the investigated condition, the wave number k  

describing the propagation of electromagnetic waves depends on the electron density en : 

                                                 
7
  For internal probe measurements, a thin electric conductor is inserted in the active plasma and its 

voltage-current characteristic is measured [CHEN and LABORATORY 1964; MOTT-SMITH and LANGMUIR 

1926]. The method requires a modification of the discharge by inserting the internal probe, which also 

disturbs the discharge itself. 
8
  To determine electron densities by broadening of Hβ-lines [TORRES et al. 2007], the STARK broadening due 

to the electric fields, depending on the electron density, is measured. This method could be applied for 

electron densities above 10
20

m
-3

 and needs the presence of hydrogen. For application in fluorescent lamps, 

hydrogen has to be added to the gas filling. 
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where   is the angular frequency, c  is the speed of light, cn  is critical electron density, 

em  is the electron mass, 0  is the vacuum permittivity and e  is the electron charge. The 

detailed discussion as well as the concluded assumptions are given in Appendix A.3.1. 

For electron densities smaller than the critical density ce nn  , the phase of electromagnetic 

wave is shifted [RACKOW et al. 2011]. By measuring these phase shifts, the path average 

electron density could be determined. To ensure applicability of the method, the frequency 

of the electromagnetic wave has to be chosen carefully. On the one hand it should be very 

high to achieve a sufficient spatial resolution (determined by the resulting wavelength), 

whilst on the other hand the increasing frequency results in a smaller phase shift, and as 

such the detection limit is lower. 

As a compromise, a customized 150 GHz system from Millitech Inc. has been applied. The 

interferometer operates as a heterodyne detector, whereas the operational frequency 

GHz150HF f  is mixed with a second frequency GHz1.150LO f  of a local oscillator to 

an intermediate frequency MHz100ZF f  used for phase detection. The resulting 150 GHz 

beam is focussed via a dielectric lens made of REXOLITE to the region of interest. A second 

lense and corrugated horn antenna are used for detection. By measuring the beam path, it 

has been proven that a spatial resolution of about 4 mm could be realized. 

For phase detection, the measure-signal and the reference-signal at 100 MHz are sampled 

with PC-AD-card (Gage Cobra GS21G8) at 500 MS/s and analyzed via an optimized 

algorithm. The algorithm for analyzing the sampled signal allows for the adaptation of the 

temporal resolution whereas a higher temporal resolution results in a lower-phase 

resolution. For typical measurements, a temporal resolution of 256 ns is applied. The 

resulting error in the determined path average electron density 
pathen  is 

316 m104.2   for a 

single shot measurement and 
315m104.2   for a 100 time averaged standard measurement. 

In order to overcome the restrictions of these method a new technique was developed to 

determine the phase shift caused by the plasma. During measurement, the lamp is rapidly 

switched off by an IGBT
9
-shorting circuit, and thus the phase when the plasma is on and 

the reference phase when the plasma is off are determined during one measurement with a 

duration of about 10 ms.  

A detailed discussion of the method, the applied setup, the phase detection algorithm, and 

the resulting error are given in Appendix A.3. 

                                                 
9
  A insulated gate bipolar transistor (IGBT) is a three-terminal power semiconductor device, used for fast 

switching. It consist of an isolated gate field-effect transistor for the control input and of a bipolar power 

transistor for switch the load. 
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3.5 Determination of absolute particle densities by using LIF 

For determination of eroded barium and barium ions in the electrode region (during lamp 

operation), LIF is applied. In contrast to other non-invasive methods such as laser 

absorption, LIF is more sensitive and allows a better spatial resolution necessary for 

measurements of the low densities and strong gradients that occur. 

The method based in exciting a state of an atom (or a molecule) of interest by laser and 

observing fluorescent emission due to the natural decay of the excited state. The emitted 

fluorescent radiation is proportional to the density of the state excited. The method could be 

described by a system of rate equations that include the absorption of the laser photon and 

the decay of the excited state by emission of fluorescent photons. The absorption and 

emission of photons are wavelength selective and characteristic for each atom and 

molecule. Thus, by choosing proper laser-wavelength and observing the fluorescent 

wavelength, the density of a selected state of the species of interest could be measured. 

Typically, a state system with different excitation and fluorescent wavelengths is chosen to 

separate laser and fluorescent photons. The theoretical fundamentals of the 

LIF-spectroscopy are discussed in detail in several textbooks such as [DEMTRÖDER 2007], 

as well as in a few theses such as [KRAMES 2000; NIEMI 2003; SCHNABEL 1999]. A short 

summary of the fundamentals necessary for this work is presented in Appendix A.4. 

For the applied setup, a pulsed solid-state Nd:YAG laser QUANTA RAY PRO-230 (from 

SPECTRA PHYSICS) is used to pump the dye laser PRECISIONSCAN - D1800 (from SIRAH) 

[SIRAH-GMBH 1998] with a double grating resonator (each with 1800 grooves/mm) in 

LITTMANN configuration. In case of exciting the barium ground state, the laser frequency is 

double by a KDP
10

 crystal. The typical line width is 1.34 pm (value given for 350 nm). For 

beam quality optimisation, a spatial filter is used resulting in a GAUSSIAN beam profile with 

a full wide at half maximum (FWHM) of approximately 0.72 mm. Antireflective-coated 

prisms are used to direct the laser beam through the electrode region of a fluorescent lamp. 

The fluorescent radiation is observed perpendicular to the laser beam (see Figure 3-4a). 

The region of interest is imaged by a system of two lenses to the entrance slit of a 0.5 m 

monochromator (ACTON RESEARCH – SPECTRA PRO-500I) used as a wavelength separator to 

suppress scattering laser light as well as background light emitted by the plasma in the 

lamp. The resulting observation volume has a size of 0.67 x 0.67 x 1 = 0.44 mm
3
. 

For light detection, a gated photomultiplier (PMT, HAMAMATSU D1477-06) is mounted 

behind the exit slit. The signal of the multiplier is detected by a digital storage oscilloscope 

(LeCroy WavePro 7300) triggered by a synchronization signal of the Nd:YAG laser. For 

further analyses, the waveforms are transferred to a personal computer (PC).  

To improve sensitivity, the temporal shape of the fluorescent signal is analyzed. The 

detected fluorescent pulse has a length of about 10 ns, which corresponds to the natural 

                                                 
10

 Potassium Dihydrogen Phosphate (KDP) is a tetragonal, negative uniaxial crystal that could be used for 

freuquency douling of lasers. For successful frequency doubling, the optical axis of the crystal must be 

oriented in the right angle (depending on the wave length) to the incident light. 
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lifetime of the excited state. For background corrections, the signal before and after the 

pulse is used (see Appendix A.4.3). In case of measuring barium atom ground state, a 

detection limit of 313

limitlower Ba, m105.1 n  has been realized. 

 

 
Figure 3-4:  Absolute particle densities determination of eroded barium by LIF 

a)  Experimental arrangement of the LIF experiment. The beam of a Nd:YAG pumped dye laser is used to 

excite barium or barium ions in front of the electrode of a fluorescent lamp. The fluorescent radiation 

is imaged to a monochromator and detected by a photomultiplier (PMT). 

b)  Part of the barium atom level diagram with transitions used for the experiment 

c)  Part of the barium ion level diagram with transitions used for the experiment 

 

For absolute density measurements the laser beam excitation cross section, the exact 

observation volume and the observation system have to be calibrated. Thus, for this work a 

Rayleigh-scattering calibration is applied (see Appendix A.4.4). 

In order to measure barium atoms, the ground state is excited (350.1 nm) to the barium 

level Ba(5d6p
1
P1) and the fluorescent radiation at 582.6 is measured (see Figure 3-4b). 

When measuring barium ions, the ground state is excited (455.4 nm) to the level 

Ba
+
(6p

2
P3/2) and the fluorescent radiation at 614.2 is measured (see Figure 3-4c). 

According to the applied laser power of approximately 8 µJ, the excited states should be 

saturated (in equilibrium according to their statistical weights) and there should be no 

dependence of the fluorescent radiation on the laser power. However, a nonlinear 

increasing fluorescent signal by increasing laser power has been found. To solve this 

problem, a model solving the temporal and spatial rate equations system has been 

developed (see Appendix A.5). It has been found that the increasing fluorescent radiation 

results from spatial power broadening. By increasing laser power, the region where the 
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excited system is saturated expands. Thus, the effective laser excitation cross section also 

expands and has to be considered for absolute density calibration. In the experiment, the 

obtained saturation characteristic is used for correction and absolute calibration. It is also 

used for correction of laser power fluctuations during measurements. 

Further details on the method, the setup, characterization of the setup, the calibration, and 

the saturation correction model are given in Appendix A.4.4 and A.4.5. 

3.6 Investigated lamps and operation conditions 

For investigation, fluorescent lamps identical to commercial T8–36 W (L36W/765) lamps 

are used. The tube diameter is 25.4 mm and the nominal length is 120 cm. The lamp 

contains mercury and a mixture of 75% argon and 25% krypton at a pressure p of 

2.10 mbar. 

 

 
Figure 3-5:  Photos of the electrode region of the investigated T8-lamps. In contrast to commercial lamps, the ends 

have been cleared of phosphor to allow LIF and temperature diagnostics. 

 

As electrode, so-called stick coils with a nominal rms lamp current of 320 mA are used. 

The electrode is carried by two holders (posts) positioned at a distance of about 10 mm. A 

total of 10 mg of standard OSRAM emitter (about 70% BaCO3 and 30% SrCO3) are used. 

To enable transmission for LIF and temperature diagnostics, the ends have been cleared of 

phosphor. Photos of the electrode region with the typical visual observation of the electrode 

region are shown in Figure 3-5. 

To be as close as possible to commercial lamps, the lamps have been produced on the 

original assembly line of OSRAM-AUGSBURG. To clear phosphor from the ends, the glass 

tubes have been taken from the assembly line, the phosphor at the ends have been wiped 

out, and the lamps have been placed back on the assembly line. The emitter has been 

activated according the original OSRAM standard. 

http://dict.leo.org/ende/index_de.html#/search=assembly&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/ende/index_de.html#/search=line&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/ende/index_de.html#/search=assembly&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/ende/index_de.html#/search=line&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/ende/index_de.html#/search=assembly&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/ende/index_de.html#/search=line&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
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Before investigation, the lamps are burned-in for 100 hours. This preconditioning leads to 

an activation of the electrode processes and builds up a stable hot-spot. 

Lamp operation 

For lamp operation, a special current-controlled power supply provided by the OSRAM AG 

has been used. It is quartz-oscillator stabilized and operates at 25 kHz. The frequency 

stabilization is necessary for synchronization of the laser system. As is typical in other 

experimental setups, a combination of power amplifier and transformer are used. These 

setups produce a disturbed current curve during zero crossing
11

. With the applied power 

supply the effect could be eliminated, which is important for investigations related to 

commercial ballast systems. 

Figure 3-6 depicts the electrical setup, where each electrode is connected with two wires to 

the power supply. The second wire is used for pre-heating the electrode before lamp 

ignition (warm start), after which the current flows primarily to one of the two wires (full 

lines in Figure 3-6). To ensure stability and reproducibility of the formed hot-spot, the 

primary current wire is always connected to the same connection pin (marked). 

 

 

The lamp voltage is measured with the high voltage differential probe LeCroy ADP300 

(bandwidth DC up to 20 MHz) connected to the oscilloscope LeCroy WavePro 7300. For 

current measuring, the high frequency AC/DC current probe LEM-PR50 (bandwidth DC up 

to 50 MHz) is used and connected to the oscilloscope. The current signals is also used for 

triggering the delay generator STANDFORD RESAERCH DG535 synchronizing the laser 

                                                 
11

 In general, the combination of power amplifier and transformer leads to a voltage controlled power supply. 

Thus, the applied voltage determines the current through the lamp. During zero crossing the polarity of the 

lamp changes whereas, the operation mode of the electrodes changes form cathode to anode or vice versa. 

For the cathode phase, the cathode fall has to build up. Before reaching the cathode fall voltage, no lamp 

current will flow. Thus, after each zero crossing of the lamp current a short period of zero current follows. 

 
Figure 3-6:  Standard Electrical setup. 
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system to the lamp. By adjusting the delay time, the time between zero crossing of lamp 

current and laser pulse could be varied. The trigger signal is also used to trigger the 

interferometer. 

Preconditioning before measuring 

Before measuring, the lamp is preconditioned to ensure stable and reproducible conditions. 

The lamp is started pre-heated (warm start). Therefore, the electrodes are heated up by a 

current (about the nominal lamp current) through the electrodes. After 4 seconds, the lamp 

is ignited. Afterwards, the lamp burns for 30 minutes before measurements are taken. 

During this time, the lamp temperature increases and reaches a stable level. This is very 

important as the mercury vapor pressure strongly depends on the wall temperature. For 

practical reasons this time is used for adjustment of the lamp and the measurement system. 

After every change of lamp current, the lamp is again burned for 30 minutes before 

measurements. 

3.7 Arrangement of the diagnostics 

Due to lack of space, the LIF diagnostic and the interferometry could not be applied 

simultaneously. To ensure comparable lamp operations for both diagnostics, the time 

between both measurements has to be as short as possible. Therefore, the lamp is mounted 

on a motorized positioning system (see Figure 3-7) and could be moved in an automated 

fashion in x and z directions (for movement in y direction a manual stage is used). Thus 

after the LIF measurement, the lamp is moved to the interferometry measurement position. 

This allows both diagnostics to be applied in quick succession without switching the lamp 

off. In addition, the motorized positioning system allows fine spatial resolved scanning 

(spatial resolution of about 20 µm) of the electrode region for both diagnostics. 

 

 
Figure 3-7:  Experimental arrangement of the LIF and interferometry experiment. The lamp is mounted on a motorized 

positioning system (x and z-direction). Thus, it could be moved between both diagnostic positions (LIF 

and microwave interferometry). In addition, the positioning system is used for fine adjustment of the lamp 

position.  

 



 

Experimental methods 

 

38 

 

For the LIF diagnostics, an accurate adjustment of the electrode position is essential. For 

alignment of the electrode to the excitation laser beam, the electrode is moved through the 

beam by moving the lamp in z direction and the transmitted beam intensity is detected by a 

photodiode. The electrode position could be obtained from the measured intensity (see 

Figure 3-8), whereas the electrode edge is located where the transmitted beam intensity 

reaches a value of (maximum + minimum) / 2. Thus, the electrode could be positioned with 

an accuracy of about 0.05 mm for the LIF measurements. The normal LIF measurement 

position is 0.5 mm in front of the electrode so that the excitation beam does not hit the 

electrode surface. 

As the distance between LIF position and interferometry position is known, the determined 

electrode position is also used for positioning the lamp for the interferometry measurement. 

 

 
Figure 3-8:  Positioning of the electrode for the LIF experiment. The electrode is moved through the excitation laser 

beam whereas the transmitted beam intensity is detected by a photodiode. If the beam hits the electrode, 

the laser beam is shadowed and the transmitted intensity decreases. From the slope, the position of the 

electrode edge could be obtained. 

 

For temperature diagnostics, the electrode temperature diagnostic system replaces the 

interferometer setup. This allows direct determination of the electrode temperature after the 

LIF measurement. For this series of experiments, the interferometry is applied later. 
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4 Method and model for determination of absolute 

evaporation by the blanking method 

During operation, the plasma in the electrode region affects the eroded electrode material. 

As such, a direct quantification of the absolute amount of electrode erosion is not possible 

without detailed knowledge of the plasma. 

In the following, a new method for determining the absolute evaporation is introduced. 

First, the basic approach by quickly switching off the lamp is explained. Afterwards, the 

model for deducting the absolute evaporation from measured densities is introduced and 

validated. 

4.1 Blanking method - basic approach 

Once defused through the emitter, the evaporated barium is transported through the plasma 

in the electrode region. With the applied LIF, only the absolute barium atom ground state 

density could be measured. Hence, every process that influences the ground state densities 

also influences the measured LIF signal. In addition, the ground state density does not 

represent the total barium density. A fraction of barium is in an excited state or ionized 

particularly in the plasma in the electrode region. For determination of the total density of 

barium, these excited and ionized states have to be taken into account. In addition, the 

absolute density is of minor interest. The erosion of the electrode is characterized by the 

loss of the emitter, and thus the amount of lost barium and its transportation through the 

electrode region has to be determined. In general, the transport of the evaporated barium is 

described by its particle balance equation: 

          







i

i0i

i

Ba

i0

BaBa

io

BaBaBa ,,,, rtnrtnrtnrtn
t


 . (4-1) 

The equation includes the time- and spatial-dependent densities  rtn


,Ba  of the barium 

atom ground state and  rtn


,i  of the excited levels, the time and spatial dependent 

ionization frequency 
io

Ba  and excitation frequency 
i0

Ba

  from the ground state to the 

excited level i and the de-excitation frequency 0i , describing the de-excitation from an 

excited level i to the ground state. The atom flux Ba  is determined by the diffusion 

coefficient BaD  of barium atoms: 

  rnD


BaBaBa  . (4-2) 

The diffusion coefficient BaD  has been experimentally determined in argon [NAMIOTKA et 

al. 1996; WALKER et al. 1987]. 
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For determination of the desired barium flux from the measured barium atom ground state 

density, the transport equation has to be solved. The general problem by solving the particle 

balance equation is the determination of the temporal and spatial depending ionization- and 

excitation-frequencies 
io

Ba , 
i0

Ba

 . In [SIGENEGER et al. 2010] we determined the ionization 

frequency in case of a 25 kHz Ar/Kr discharge by solving the spherical BOLTZMANN 

equation. This approach has several limitations such as the accurate determination of the 

time depending cathode fall. In addition, the found solution is only valid for the special 

discharge condition. Therefore, comparisons of different operating conditions such as lamp 

current, additional heating through the electrode, lamp frequency, as well as the gas filling 

and pressure are not possible. 

To avoid solving the full particle balance equation (4-1), the continuous lamp operation is 

disturbed by switching off the lamp for a certain period of time and simultaneous 

observance of the evaporation. This so called blanking-method was also used by Garner for 

measurement of electron densities in the electrode region [GARNER 2008a]. He showed that 

after switching off the lamp, the electron density in the electrode region decays in a time 

scale of 100 µs. As the cathode fall decreases as soon as the lamp is switched off, the high 

energetic electrons relax in a µs timescale resulting in significant lower electron energy 

distribution. As a result, the ionization and excitation frequencies also relax in a µs 

timescale. 

By investigating the diffusion process after switching off the lamp in a microsecond 

timescale, the ionization and excitation processes in equation (4-1) could be neglected. 

Thus, the particle balance equation after switching off the lamp could be simplified to: 

     rtnDrtn
t


,, BaBaBaBa 




. (4-3) 

This simplified particle balance equation is more generally valid as it is not connected to 

special discharge conditions and could be solved with moderate effort [RACKOW et al. 

2010]. In the following, a two-dimensional model solving the balance equation is presented. 

4.2 2D Diffusion model 

In order to describe the barium transport in the electrode region after switching off the 

lamp, the simplified particle balance equation (4-3) has to be solved both spatially and time 

dependent. As a three-dimensional model is too complex, a rotation symmetric two-

dimensional model is applied in order to solve the equation. Hence, the electrode geometry 

has to be simplified. 

Geometry and boundary conditions 

Figure 4-1 shows the used geometry and the generated triangular mesh grid. The z-axis is 

the rotation axis end represents the center axis of the lamp. Thus, the normal barium flux is 

set to zero by the corresponding NEUMANN boundary condition. During operation, the 

eroded barium is deposited at the inner wall which corresponds to the boundary at 
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r = 12.7 mm (inner lamp radius of a T8-lamp). The wall temperature is set to the room 

temperature, and because the vapor pressure of barium at room temperature is very low, a 

barium density equal to zero is assumed at this boundary. Hence, a corresponding 

DIRICHLET boundary condition is chosen. 

 

 
Figure 4-1:  Geometry and triangular mesh grid of the used rotational symmetric two-dimensional model. 

 

During steady-state operation, the investigated barium is produced in the hot-spot. Thus, the 

electrode is reduced to the spot by assuming a sphere with the radius Relectrode = 0.5 mm 

(corresponding to the radius of a stick electrode) at r = z = 0. In order to solve the transport 

equation, an appropriate boundary condition has to be found. An accurate representation of 

the barium atom flux generally requires a detailed description of the barium production and 

its diffusion through the emitter. Due to the insufficiency of existing models and limited 

knowledge of corresponding data, two different assumptions are made. As the electrode has 

a certain heat capacity, its temperature and therefore the barium evaporation process could 

be assumed to be constant during short periods (5 ms) of switching off the lamp. Thus, for 

the first assumption a constant flux of barium atoms is set at the electrode surface 

(NEUMANN boundary condition). For the second assumption, a constant barium atom 

density at the electrode surface is set (DIRICHLET boundary condition). 

To save computation resources, only the region for z > 0 is considered, as the region for 

z < 0 is mirror symmetric. Therefore, the normal flux at the symmetry plane (z = 0) is set to 

zero by a corresponding NEUMANN boundary condition. 

The connection to the positive column is represented by the boundary at z = 40 mm. At 

normal conditions, the evaporated barium is deposited at the inner wall near to the electrode 

and the amount of barium transported to the positive column could be neglected. Thus, the 

normal barium flux is set to zero (NEUMANN boundary condition) at this boundary. 

In order to generate the rectangular grid, the mesh generator implemented in the 

commercially available software MatLab [MATHWORKS 2011] is used. As higher gradients 

of the barium densities appear near the electrode, the spatial resolution is set higher at this 

region. The generated mesh has about 30,000 mesh points, whereas the spatial resolution 

varies from 0.007 mm at the electrode to 0.6 mm at the boundary to the positive column. 
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Numerical solution of the particle balance equation 

By application of a rotational symmetric model, the particle balance equation (4-3) has to 

be formulated in cylindrical symmetry: 

     zrtnDr
r

zrtn
t

,,2
2

1
,, BaBaBa 



 



. (4-4) 

In order to solve this equation, the “parabolic“ solver implemented in MatLab 

[MATHWORKS 2011], is used. 

The solution of the equation strongly depends on the temperature and pressure-dependent 

barium diffusion coefficient BaD , which could be calculated according to [NAMIOTKA et al. 

1996]: 
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DpTD , (4-5) 

where T0 is the standard temperature of 273 K and p0 is the standard pressure of 1 bar. 

The standard diffusion coefficients 0Ba,D  of barium ground state atoms in argon 

scm118.0 2

Ar0,Ba, D  and krypton scm0839.0 2

Kr0,Ba, D  were experimentally 

determined by Namiotka et al. [1996] and Walker et al. [1987]. For a mixture of two gases, 

the resulting diffusion coefficient could be calculated according to BLANK’s law: 

 

Kr

Kr

Ar

Ar

KrAr,

1

DD

D




 , (4-6) 

where   denotes the mole fraction of the gas. 

The strong temperature gradient in the electrode region (about 1200 K at the electrode and 

room temperature at the wall) leads to a spatially dependent barium diffusion coefficient 

that has to be considered. Thus, before solving the particle balance equation, first the 

temperature has to be calculated. 

For solution of the whole problem, a three-step model is used as illustrated in Figure 4-2. In 

the first step, an appropriate mesh of the geometry is generated, and in the second step, the 

spatial temperature distribution in the electrode region is computed. As the thermal 

conductivity   of a gas depends on the temperature, an iterative process is applied. The 

thermal conductivity is derived from the actual temperature and is used to calculate the 

temperature again until a stable solution is found. Finally, the barium transport equation is 

solved by using the barium diffusion coefficient derived from the spatial temperature 

computed in the previous step. 
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Figure 4-2:  Schematic of the model. In order to solve the barium particle balance equation, first an appropriate mesh 

of the geometry is generated. Next, the temperature in the electrode region is computed in an iterative 

process. Finally, the barium particle balance equation is solved. 

 

Calculation of the temperature in the electrode region 

A good estimation of the temperature in the electrode region of a low pressure lamp can be 

obtained by solving the stationary heat balance equation as demonstrated by Winter et al. 

[2008] in case of a DC glow discharge. They also demonstrated that in the first 

approximation convection could be neglected. The stationary heat balance equation in 

cylindrical symmetry is given by: 

       0,,2
2

1
 zrTzrTr

r





, (4-7) 

where   zrT ,  is the temperature dependent thermal conductivity. In order to compute 

the temperature, this heat balance equation is solved by the use of the “assempde“–solver 

implemented in MatLab [MATHWORKS 2011]. The thermal conductivity is calculated 

according to Younglove and Hanley [1986] by an empirically found formula for Argon 

(described in detail in Appendix B.2). As the thermal conductivity   depends on the 

temperature, an iterative process is applied. The thermal conductivity is calculated 

according the temperature of the previous iteration until a stable solution is found. 

At the electrode surface, a constant gas temperature is set by assuming the gas temperature 

is equal to the electrode/hot-spot temperature ( spothotT ). Typical hot-spot temperatures of 
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the used lamps are in the range of 1200 K. To study the dependence of the solution of the 

model on this temperature, several electrode temperatures are tested. At the inner lamp wall 

a constant temperature of K300wall T  is set. As an initial condition, a constant temperature 

of 300 K is set to the whole electrode region. 

In Figure 4-3 the calculated temperature distribution by assuming a gas temperature of 1200 

K at the electrode surface is given. In addition, the plot shows the temperature profile along 

the z-axis (r = 0). In the first approximation, the temperature profile looks like the solution 

by assuming spherical symmetry rT 1 . The deviance to this solution is caused by 

considering the temperature-dependent thermal conductivity and by the application of a 

more realistic rotational symmetric model of the electrode region. In the plot (Figure 4-3), 

the resulting normalized barium diffusion coefficient (according to equation (4-5)), used to 

solve the particle balance equation, is also given. Due to the high temperature, the diffusion 

coefficient is nine times higher near to the electrode. Thus, consideration of the temperature 

dependence is essential for solving the particle balance equation. 

 

 
Figure 4-3:  Temperature distribution computed by the applied model by assuming a gas temperature of 1200 K at the 

electrode surface. The graph shows the temperature profile in z-direction for r = 0 and the resulting 

normalized diffusion coefficient used for solving the particle balance equation of barium. 

 

4.3 Solution of the particle balance equation 

Solving the particle balance equation starts with t = 0, when the lamp is assumed to be 

switched off. The barium densities occurring during normal operation are significantly 

smaller than the densities observed during the process of switching off the lamp. Hence, as 

an initial condition, the barium density is assumed to be zero all over the electrode region 

  0,0Ba  rtn


. Proof of this assumption is provided in Section 0. 

In Figure 4-4, the time and spatially-dependent solution of the particle balance is presented. 

The buffer gas is assumed to be Argon at 3 mbar, leading to a diffusion coefficient of 

  scm40K273TD 2 . The electrode temperature is set to 1200 K and the temperature 

distribution shown in Figure 4-3 is applied. At the electrode, a constant barium flux of 

satoms1012
 (surface integrated) is set. The computation starts at t = 0 when the lamp is 

assumed to be switched off. The density builds up instantaneously and, depending on the 
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position, the density goes into saturation after a certain time. With increasing distance from 

the electrode surface, the equilibrium density decreases and it takes longer to reach this 

saturation. 

 

 
Figure 4-4:  Spatial and time-dependent evolution of barium densities computed by solving the particle balance 

equation for barium atoms. The electrode temperature is set to 1200 K, the gas is argon at 3 mbar, and at 

the electrode a constant barium flux of 1012 atoms/s (surface integrated) is set. 

a)  Barium densities’ profiles for different times in r-direction (z = 0). 

b)  Barium densities’ profiles for different times in z-direction (r = 0). 

c)  Time-dependent barium densities at different z-positions (r = 0) in front of the electrode. 

 

Influence on the temperature distribution 

To discern the importance of considering the temperature distribution in the electrode 

region, Figure 4-5 depicts the solution of the model for assuming different hot-spot 

temperatures (1200 K, 800 K and 300 K). Again, a constant barium flux of satoms1012
 

(surface integrated) is set at the electrode. In Figure 4-5a, the computed temperature 

distribution in z-direction (r = 0) is given for the three hot-spot temperatures. The resulting 

normalized barium diffusion coefficient (according to equation (4-5)) is given in Figure 

4-5b. In contrast to the assumption of a constant temperature (room temperature of 300 K) 

in the electrode region, higher electrode temperature significantly increases the diffusion 

coefficient. This effect is particularly strong near to the electrode surface such that the 

diffusion coefficient is up to nine times higher for hot-spot temperatures of about 1200 K. 

Hence, the distribution of the densities of the eroded barium strongly depends on the 



 

Method and model for determination of absolute evaporation by the blanking method 

 

46 

 

temperature. By reaching stationary erosion (see Figure 4-5c, for t ), the densities in 

case of 300 K electrode temperature are four times higher than for an electrode temperature 

of 1200 K. In order to reach the same flux, the lower diffusion coefficient at 300 K has to 

be compensated by a higher gradient of the density (see equation (4-2)), leading to higher 

densities. The effect also appears shortly after switching off the lamp as illustrated in Figure 

4-5d for t = 0.23 ms. 

The temporal evolution in front of the electrode is given in Figure 4-5e for z = 1 mm and in 

Figure 4-5f for z = 5 mm (r = 0 mm). Whereas the underlying temporal characteristic is 

nearly similar for the different hot-spot temperatures, the absolute densities differ. In 

general, the evolution is slower and the difference in the relative values is much smaller 

when far away from the electrode (Figure 4-5f for z = 5 mm). Thus, near to the electrode 

(z = 5 mm) the absolute densities vary in a range of about 250% value (at a certain time) 

whereas far away from the electrode (z = 5 mm) the densities vary in a range of about 25% 

for the three different hot-spot temperatures. Thus, by determining the absolute barium flux 

by comparing model and measurements, the densities far away (about 5 mm) from the 

electrode should be considered to minimize the error due to the insufficient knowledge 

about the hot-spot temperature and the resulting temperature distribution in the electrode 

region. 

Influence on the electrode boundary condition 

In addition to different hot-spot temperatures, two different boundary conditions at the 

electrode surface are tested. Besides the previously discussed constant flux, a constant 

density is also assumed. In Figure 4-6, the spatially resolved solution (in z-direction) as 

well as the temporal evolution of the resulting densities are given, whereas an electrode 

temperature of 1200 K is assumed. Again, the constant flux at the electrode surface is set to 

satoms1012
 (surface integrated). For the constant boundary condition the density, identical 

to the stationary density in case of a constant flux (for t ) of 314

surfaceBa, m1037.0 n , 

is set to ensure comparability. In general, the assumption of a constant density leads to a 

faster evolution of the densities, whereas the effect is particularly strong near to the 

electrode. 
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Figure 4-5:  Temperature dependence of the solution of the barium transport model. At the electrode, a constant barium 

flux of 1012 atoms/s (surface integrated) is set. 

a)  Computed temperature profile in z-direction (r = 0) of three different electrode temperatures (300 K, 

800 K and 1200 K). 

b)  Corresponding profile of the barium diffusion coefficient applied to the barium transport model. 

c)  Resulting barium density profile in z-direction for t→∞. 

d)  Resulting barium density profile in z-direction for t = 0.23 ms and t→∞ (dotted line). 

e)  Temporal barium density evolution for z = 1 mm (0.5 mm in front of the electrode surface) and r = 0. 

f)  Temporal barium density evolution for z = 5 mm (4.5 mm in front of the electrode surface) and r = 0. 

 

In case of a constant flux, the density at the electrode has to build up gradually over time. In 

contrast, in case of a constant density at the electrode surface, the high density at the 
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electrode is present immediately. Such, a strong gradient of the barium density leading to 

higher barium fluxes (see equation (4-2)) exists, particularly in the period after switching 

off the lamp. Thus in the beginning, the assumption of a constant density leads to higher 

fluxes and therefore to a faster evolution of the barium densities. The flux is time dependent 

whereas initially a very high flux appears which converges to the constant flux assumed by 

reaching the stationary densities for t . The very high fluxes at the beginning of the 

computation are not realistic. On the one hand, barium continues to remain in front of the 

electrode before switching off the lamp. Thus, the density gradient defining the flux is 

limited. On the other hand, the electrode cannot deliver the huge flux that occurs in the 

model. By taking further into account the fact that barium production is determined by the 

temperature and that transportation through the emitter is limited, the assumption of a 

constant flux at the electrode surface seems to be more realistic. However, in order to prove 

the model both assumptions are compared with the measurements in the following 

subsection. 

 

 
Figure 4-6:  Comparison of two different boundary conditions at the electrode surface. In case of a constant flux, the 

barium flux is set to satoms1012  (surface integrated). For the assumption of a constant density, the 

density at the electrode surface is set to nBa, surface = 0.37∙1014 m-3. The electrode temperature is set to 

1200 K and the gas is argon at 3 mbar. 

a)  Barium densities’ profiles for different times in z-direction (r = 0).  

b)  Time-dependent barium densities at different positions (z-positions) in front of the electrode for r = 0. 
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In general, both tested boundary conditions and all assumed electrode temperatures lead to 

a similar characteristic of the evolution of the barium densities. The underlying difference 

between these assumptions is the time span until the stationary density distribution is 

reached. To illustrate these temporal characteristics, the rise time 5.0t  of the density is given 

in Figure 4-7, spatially resolved for each assumption. The rise time 5.0t  is defined as the 

duration until the density reaches half of the stationary density  tnBa : 

     tzrntzrn ,,
2

1
,, Ba5.0Ba . (4-8) 

As mentioned before, the rise time increases with the distance from the electrode surface 

(z-position) resulting in slower evolution of the local densities. More relevant for practical 

application of the model in order to determine absolute fluxes is the relative variation of the 

local rise time for different assumptions. Thus, the relative variation for different electrode 

temperatures is about factor 3 at z = 1 mm (by assuming a constant density at the electrode 

surface), in contrast to about a factor 0.3 at z = 5 mm. Hence, comparing experiment and 

model near to the electrode leads to higher errors (due to the insufficient knowledge about 

the hot-spot temperature and the corresponding temperature distribution in the electrode 

region) as measurements far away (5 mm). 

 

 
Figure 4-7:  Spatially resolved (z-direction) rise time of the densities for the investigated assumptions of hot-spot 

temperature and electrode surface boundary condition. The rise time t0.5 is defined as the duration until the 

local density reaches half of the stationary density nBa (t→∞). 
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4.4 Application and validation of the model 

In order to validate the model, its outcomes are compared with measurements on 

fluorescent lamps. Therefore, the lamps are switched off for about 5 ms whereas 

evaporation and transport of barium is measured by LIF. For lamp operation, the electrical 

setup also used for electron density determination by microwave interferometry is applied 

(see Figure A-12). 

For measurements, a T8-36W lamp is used, operating at 25 kHz with a lamp current of 

320 mA. In Figure 4-8, the temporal characteristics during switching off (blanking) the 

lamp are given. At t = 0 ms the lamp is switched off for 5 ms with the IGBT
9
-shorting 

circuit placed parallel to the lamp. The switching off is synchronized with the operational 

frequency and starts after the cathode phase (at zero crossing of the current). During the 

first 100 µs of shorting, a minimal current of about 10 mA remains. This is caused by the 

used IGBT’s (IXEH 40N120) that have a emitter-gate threshold voltage of 0.95 V. Thus, 

also a small remaining lamp voltage could be measured. However, the cathode fall 

decreases immediately after switching off the lamp and there are no longer high energetic 

electrons (the so-called beam electrons) present in the electrode region. The remaining 

electrons relax in a timescale of about 100 µs due to ambipolar diffusion. 

Whilst switching off the lamp, the barium ground state density is measured 3 mm in front 

of the electrode surface (in comparison with the model z = 3.5 mm). At this position, the 

barium ground state densities during normal operation are near to the detection limit.  

After starting the switching-off procedure, the density increases in a millisecond-timescale 

and seems to become saturated after approximate 4 ms. Thus, the evolution of the barium 

density corresponds to the model. Although the densities are measured in a distance of 

3 mm from the electrode surface, it is four times higher than densities measured during 

continuous operation close to the electrode surface in a distance of 0.5 mm. As the densities 

accrued during the switching-off procedure are orders of magnitudes higher than during 

normal operation (before switching off), the assumption of the starting condition 

  0,0Ba  rtn


 for the model seems to be adequate. 

Obtaining the barium flux from measurements 

For determination of the total barium evaporation flux, the results of the barium transport 

model  ztn ,model  are fitted to the measured barium density  ztn ,measuredBa,  (see Figure 4-8 

dashed lines). This is achieved by simultaneous scaling of the model outcome in the 

amplitude by a factor A and in time by a factor B according to: 

    ztBnAztn ,, modelmeasuredBa,  . (4-9) 

With factor B a deviation of the diffusion coefficient could be compensated, whereas the 

amplitude A corresponds to the discrepancy of the flux between measurement and model. 

The method of least squares [HELMERT 1907] implemented in MatLab is used for fitting.  

  



 

Application and validation of the model 

 

51 

 

From the determined factors, the absolute flux Ba  whilst switching off the lamp as well as 

the diffusion coefficient 273KBa,D  could be calculated: 

 

B

D
D

A

273Kmodel,

273KBa,

modelBa





, (4-10) 

where model  is the flux of barium atoms assumed in the model and 273Kmodel,D  is the 

assumed diffusion coefficient. 

 

 
Figure 4-8:  Measurements while blanking (switching off) the lamp. The lamp is operated with a current of 300 mA 

(rms) at 25 kHz. At t = 0 ms, the lamp is switched off by shorting with the TTL12-triggered IGBTs placed 

parallel to the lamp. 

a)  lamp voltage 

b)  lamp current 

c)  path average electron densities 

d)  Barium atom ground stated densities at a distance of 3 mm from the electrode surface (z = 3.5 mm). 

The dashed lines are a fit of the outcome of the barium transport model to the measured densities. 

 

For the measured barium densities, this procedure leads to a total barium flux from the 

electrode of  atomes/s1052.0105.9 1111  . The obtained barium diffusion coefficient is 

                                                 
12

  transistor–transistor logic compatible level (TTL) 
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scm723 2

273KBa, D , which is in good agreement with 32.7 cm
2
/s for the mixture of 75% 

Argon and 25% Krypton at 3 mbar (see equation (4-6)). The given errors are an output of 

the fitting algorithm. The good agreements of model and measurements prove the 

assumption made in the model. Therefore, the chosen approach seems to be adequate for 

the desired determination of absolute fluxes. 

For a further detailed validation, an additional experiment with a modified lamp having the 

possibility to vary the gas filling has been applied. Thus, the gas pressure and therefore the 

barium diffusion coefficient could be varied. Gas fillings of Argon at 3 mbar, 6 mbar, and 

10 mbar are investigated. Due to the limitation of the pumping station, only mercury-free 

gas fillings could be tested. Thus, the other discharge parameters such as lamp voltage are 

not comparable with normal fluorescent lamps. As an example, the barium densities during 

blanking are given in Figure 4-9 for a gas pressure of 6 mbar and for different positions in 

front of the electrode. 

In comparison with the previous measurement (Figure 4-8), the increase of the density (at 

z = 3.5 mm) is significantly slower due to the halved diffusion coefficient. However, the 

fitted model data are in good agreement to the measured densities. 

 

 
Figure 4-9:  Barium density whilst switching off the lamp. The buffer gas is Argon at a pressure of 6 mbar. The density 

is measured at different positions in front of the electrode. The dashed lines are a fit of the outcome of the 

barium transport model to the measured densities. 

 

The same measurements have been performed for the other tested gas pressures. 

Analogously, the diffusion coefficient has been determined by fitting the outcome of the 

model to the measured densities. To evaluate the different assumptions of the model (the 

gas temperature computed for different electrode temperatures of 300 K, 800 K and 1200 K 

as well as the electrode boundary condition of a constant flux and a constant density), the 
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various outcomes of the model have been used for fitting. As such, for every tested pressure 

six different diffusion coefficients have been obtained, given in Figure 4-10 as functions of 

the pressure. By assuming a higher electrode temperature in the model (leading to higher 

gas temperature), the obtained diffusion coefficients decrease. The higher diffusion 

coefficients in the model      2
3

273Kmodel,model 273KrTDrD   lead to a faster increase of 

the densities. Thus, in order to reach the measured increase of the densities, a lower 

diffusion coefficient is sufficient. The same effect accrues for different boundary 

conditions. As already discussed, the assumption of a constant density at the electrode 

surface leads to a faster evolution of the densities (see Figure 4-7). Hence, by fitting the 

measurements to these data, one obtains again a lower diffusion coefficient. 

 

 
Figure 4-10:  Determined barium diffusion coefficient at 273 K for different Argon pressures. The obtained diffusion 

coefficient depends on the assumption of the transport model. Three different assumptions of the electrode 

temperatures and two different boundary conditions at the electrode surface are tested (blue, constant 

barium density; red, constant barium flux). The black line denotes the diffusion coefficient taken from the 

literature [NAMIOTKA et al. 1996]. 

 

In comparison with the obtained diffusion coefficients, the experimentally determined 

coefficients [NAMIOTKA et al. 1996] are also given in Figure 4-8 (black line). However, the 

best agreement occurs if an electrode temperature of 1200 K and a constant flux at the 

electrode surface are assumed. By assuming a constant density at the electrode surface, the 

obtained diffusion coefficients are too low. In general, a constant density at the electrode 

surface is unlikely, as it would lead to very high fluxes immediately after switching off the 

lamp. The evaporated barium is produced at the interaction layer of tungsten and barium 

oxide and has to diffuse through the porous emitter, which limits the flux. Thus, a constant 

flux is more likely and corresponds to the obtained diffusion coefficients.  
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However, consideration of the high temperatures in the electrode region seems to be very 

important. Without considering the temperature distribution (assume a constant temperature 

of 300 K), the obtained diffusion coefficients are a factor 1.5 up to 2 above the coefficient 

from the literature. As would be expected, the best agreement with the previous literature 

was found by assuming an electrode temperature of 1200 K, typical for fluorescent lamps.  

The investigation concluded that the best agreement of model and measurement could be 

found by assuming an electrode temperature of 1200 K and a constant flux at the electrode 

surface for the model. Thus, in the following these assumptions are applied for 

determination of barium fluxes by the blanking method.  
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5 Results and discussion 

This chapter presents the investigations and discussions on electrode operation and 

electrode erosion. To ensure practical relevance of the investigations, they were performed 

on fluorescent lamps as close as possible to commercial lamps (see Section 3.6). Thus, the 

range of parameter variation and especially gas and pressure variation is limited. 

To ensure the applicability of the LIF and the validity of its absolute calibration, first the 

effect of collisional depopulation (quenching) of excited levels is presented. Afterward, the 

fundamental processes of emitter erosion by barium evaporation is investigated in case of a 

heated electrode. 

Subsequently, the operation and emitter erosion during lamp operation is presented. First, 

the operation mode of modern ballast systems with frequencies of several tens of kHz is 

investigated. This is followed by investigations of the dimmed operation mode, which 

becomes increasingly important for practical application of modern lighting systems. In 

addition, the reduction of electrode erosion by application of an additional heating current 

is presented. Finally, the chapter investigates the dependency on the operational frequency, 

including the operation at net frequency. 

5.1 Necessary preliminary investigation - Determination of collisional 
effects - quenching 

The lifetimes of excited levels are determined by their natural lifetime and additional 

depopulation processes such as induced emission and quenching collisions. Both processes 

shorten the lifetime, whereas induced emission occurs in LIF experiments normally only 

during the laser excitation. Quenching collisions lead to radiationless depopulation of the 

excited state, which in turn lowers the amount of fluorescent photons (see equation (A-42)) 

as well as the lifetime of the excited state. 

Often quenching by rare gases has been supposed to be negligible, but for certain atomic 

levels [HANNAFORD and LOWE 1983] found significant collision effects in the regime of 

gases and pressures relevant, whereas the strongest effect is produced by heavy rare gases 

such as Xenon. Thus, for absolute density determination, quenching has to be investigated. 

For determination of quenching rate coefficients, the lifetime of the excited barium 

Ba(5d6p
1
P1) has been measured in a hollow cathode lamp for different rare gases and 

pressures. In the first approximation, the effective lifetime *
i of the excited stated i  

depends on the relation [NIEMI 2003] 

 
q

q

i

q

i

i

ii

nk


1
Q

11
*

, (5-1) 

http://dict.leo.org/ende/index_de.html#/search=preliminary&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/ende/index_de.html#/search=investigation&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
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where i  denotes the natural lifetime (see equation (A-31)). The effective quenching rate 

iQ  is the sum over the products of the quenching rate coefficients i
qk  of the excited state 

and the quenching partner q  and its density qn  (see equation (A-33)). By increasing the 

pressure, the quenching rate coefficient increases whereas the effective lifetime decreases. 

 

 
Figure 5-1:  Time-resolved fluorescent signal of the excited barium Ba(5d6p1P1) level for two different pressures of the 

rare gas Xenon in a hollow cathode lamp at 20 mA discharge current. By increasing the pressure from 

1 mbar to 7 mbar, the time constant of the exponential decay decreases. 

 

In the experiment, the investigated level is excited and the time-dependent fluorescent 

signal is measured. By fitting an exponential function on the decay of the signal (see Figure 

5-1), the effective lifetime is determined
13

. By plotting the reciprocal lifetime as a function 

of the partial pressure of the quenching partner in a so-called STERN-VOLMER-plot [STERN 

and VOLMER 1919] (see Figure 5-2), the quenching rate coefficients could derive from the 

slope. The extrapolation to zero pressure denotes the reciprocal natural lifetime. 

                                                 
13

  For extraction of the effective lifetime from such measurements, two important facts have to be considered. 

The maximum of the fluorescent signal occurs before the end of the excitation and the detection system has 

a limited response time of approx. 6 ns. Therefore, for fitting of an exponential function the data 10 ns after 

the maximum are used. This method is independent on laser intensity and saturation effects as only the 

decay of the excited level after excitation is analyzed. As long as there is no self-quenching, this method is 

independent on the density of the investigated species. 
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The determined quenching rates in Argon and in a mixture of 50% Argon and 50% Krypton 

are inside the error intervals of the measurement and the linear regression
14

. For these gas 

fillings quenching could be neglected. The determined natural lifetime corresponds well to 

the literature of ns17.120   [CURRY 2004; NIGGLI and HUBER 1987]. By increasing the 

Xenon pressure from 1 to 5 mbar, the reciprocal lifetime increases by approximately 10%. 

Thus, for gas fillings with Xenon collisional depopulation has to be considered for absolute 

density measurements and for comparison of measurements in different pressures. 

 

 
Figure 5-2:  Determination of quenching rates by Stern-Volmer-plots. The reciprocal lifetime is derivate from the 

exponential decay of the fluorescent emission of the excited barium level Ba(5d6p1P1) in a hollow cathode 

lamp at a discharge current of 20 mA. 

 

  

                                                 
14

  The natural lifetime of the investigated barium level Ba(5d6p
1
P1) is 12.17 ns [CURRY 2004; NIGGLI and 

HUBER 1987], whereas the response time of the detection system is approx. 6 ns. Hence, only effective 

quenching rate reducing the lifetime from 12 ns to 6 ns could be recognized. As the quenching rate depends 

on the reciprocal lifetime, the error increase to higher quenching rates in the range of 1/6ns ≈ 166∙10
6
 s

-1
. 
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5.2 Barium production and evaporation in case of a heated electrode 

The production of barium and its evaporation is studied by investigation of a heated 

electrode. Thus, distortions by plasma can be ignored. 

For investigations, the electrode of a 36W T8 lamp is heated by applied DC currents and 

the absolute barium ground state density in the center in front of the electrode is measured 

by LIF. To be representative, an about 5000-hour-aged lamp is used. Thus, a porous emitter 

has already been formed and the production of barium has stabilized. 

 

 
Figure 5-3:  Barium evaporation of a heated electrode. 

a) absolute density of evaporated barium, measured 1 mm in front of the surface of a heated electrode, as 

function of the applied heat current 

b) resistance of the electrode, Rhot/Rcold - ratio, applied power, and the temperature deduced from the 

Rhot/Rcold - ratio 

 

Figure 5-3 shows the obtained absolute barium density (1 mm in front of the electrode 

surface) during heating as a function of the applied DC current. In addition, the measured 

electrode resistance, the electrode temperature and the heating power are also shown. 

During heating with a DC current, the electrode temperature could be interpreted as 
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homogeneous along the electrode. Hence, the temperature has been determined by the ratio 

of the resistance at high temperature hR  divided by the resistance at room temperature 

(cold) cR  (see Section 3.1). Due to the detection limit of the LIF, barium densities could 

only be detected for heat currents above 380 mA, which correspond to an averaged 

electrode temperature of about 1030 K and barium densities of 
313

Ba m103 n . By further 

increasing the heat current to 480 mA, the barium densities increase by about two orders of 

magnitude, whereas the temperature increases by about 140 K. 

The barium evaporation characteristic could be obtained by plotting the barium density as 

function of the determined electrode temperature as given in Figure 5-4. For comparison, 

the equilibrium vapor pressure
15

 of free barium is given for the reduction of the oxide by 

tungsten [RUTLEDGE and RITTNER 1957]: 

        g3BasWOBasWs6BaO 63  , (5-2) 

for the reduction of the produced tungstate [RUTLEDGE and RITTNER 1957]: 

        g3BasBaWO3sWsWO2Ba 463  , (5-3) 

and the thermal reduction of barium [BLEWETT et al. 1939; CLAASSEN and VEENEMANS 

1932]: 

 2OBa2BaO2  . (5-4) 

For low temperatures K1100T , the measured barium atom densities correspond to the 

vapor pressure of the reduction of the barium oxide (equation (5-2)) and the connected 

reduction of the tungstate (equation (5-3)). Thus, it could be concluded that for this 

temperature range, free barium is produced by these reactions at the boundary layer of 

barium oxide and tungsten. Furthermore, the produced barium could diffuse unobstructed 

from the boundary layer through the tungstate and the porous emitter to the electrode 

surface.  

For higher temperatures, the measured densities increase but are lower than the barium 

vapor pressure of the considered barium-producing reactions, whereas the discrepancy 

increases with increasing temperature. Hence, for the highest investigated temperature, the 

measured density is about one order of magnitude below the expected vapor pressure. 

However, the observed densities are higher than the vapor pressure of the thermal reduction 

of barium (equation (5-4)). Thus, this reaction could be excluded as relevant barium 

production process. The discrepancy at higher temperatures, between the measured 

densities and the vapor pressure resulting from the reduction of barium oxide, could be 

caused by two effects. On the one hand, the diffusion of the produced barium through the 

emitter as well as through the tungstate layer is obstructed. Thus, by diffusion through the 

emitter the resulting gradients lead to lower densities at the electrode surface. This effect 

becomes more relevant for higher fluxes or higher densities. On the other hand, the reaction 

                                                 
15

  The corresponding vapor pressures are given in Section 2.2.3. 
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rate for the reduction of barium oxide (according equation (5-2) and (5-3)) is limited by the 

size of the boundary layer and by the concentration of the reacting agents. Therefore, for 

higher temperatures, the reaction rates are limited by the diffusion of barium oxide through 

the tungstate layer to the boundary layer. 

 

 
Figure 5-4:  Absolute density of the evaporated barium 1 mm in front of the electrode as function on the average 

electrode temperature estimated by the relation Rhot/Rcold.  

 

However, both effects are caused by a reduced transport through the electrode layers. The 

diffusion of barium through the emitter is determined by its local thickness and porosity. A 

higher porosity leads to longer free path lengths, which in turn leads to an increased flux. 

The diffusion of barium oxide through the tungstate layer depends on its local thickness. 

Thus, the local barium evaporation depends on the local electrode-emitter configuration, 

which varies in time. Therefore, the total evaporation depends on the initial 

electrode-emitter configuration as well as on the electrode history and is lower than the 

evaporation according to the barium vapor pressure of the involved reaction. 
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From the electrode surface, the produced free barium diffuses through the electrode region. 

Finally, it is deposited at the inner walls. In case of the heated electrode, the measured 

barium densities are given in Figure 5-5 as functions of the distance from the electrode 

surface for three different electrode temperatures. As expected, the densities decay the 

further they are from the surface, whereas the decay could be well approximated by an 

exponential decay according to: 

   0

0,BaBa

z

z

z enzn


  . (5-5) 

In the formula, 0,Ba zn  denotes the density at the electrode surface (z=0) and 0z  the spatial 

decay length. By fitting the equation to the measured densities (see in Figure 5-5), spatial 

decay lengths of about 10 mm have been found. The relatively high values in comparison 

with the model (see Section 4) accrue due to the fact that the whole electrode is heated. In 

the first approximation the heated electrode could be assumed as a long cylinder leading to 

radial diffusion. In contrast, diffusion from a small hot-spot is a three-dimensional problem 

(spherical diffusion) leading to shorter decay lengths.  

 

 
Figure 5-5:  Barium densities decay in front of the electrode as a result of the diffusion of the evaporated barium. The 

densities are plotted as functions of the distance from the electrode z for different heat currents resulting in 

different electrode temperatures. 

 

Heat loss due to thermal radiation 

Additional information concerning the heat balance of the heated electrode could be 

obtained by plotting the applied heat power as a function of the temperature (see Figure 

5-6). The measurement is taken under stationary condition so that the temperature is 
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constant. Thus, the power needed to heat the electrode is identical to the power lost due to 

thermal transport and thermal radiation. For high temperatures the relation: 

   45.3TTP   (5-6) 

between electrode temperature T and heating power P (identical to the power loss) has been 

found. The exponent of 3.45 corresponds to the STEFAN–BOLTZMANN law: 

   4TATP    (5-7) 

describing the total power radiated from a black body. In the equation, A is the surface area, 

  is the STEFAN–BOLTZMANN constant, and   is the emissivity. Thus, for high electrode 

temperatures ( KT 800 ) the main heat loss mechanism is thermal radiation. The 

discrepancy of the exponents (found 3.45 and 4 according to the STEFAN–BOLTZMANN law) 

could be caused by the temperature and wavelength depending emissivity of the emitter 

  ,T . 

 

 
Figure 5-6:  Heating power-temperature characteristic by heating an electrode with an applied DC current. The 

measurement is taken under stationary conditions, so that the applied heat power is equivalent to the heat 

losses. The average electrode temperature is estimated by the relation Rhot/Rcold. For high temperatures, the 

heat losses correspond to P(T) ∝ T3.45, which indicates the dominance of thermal radiation according to the 

STEFAN–BOLTZMANN law. 

 

http://en.wikipedia.org/wiki/Stefan%E2%80%93Boltzmann_constant
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5.3 Lamp operation by modern electronic ballast systems at 25 kHz 

The steady-state lamp operation is investigated in case of lamp operation by a modern 

electronic ballast system. Therefore the setup according to Figure 3-6 is used, whereas the 

lamp is driven by a current-controlled power supply working at 25 kHz. A T8-36W lamp, 

containing mercury and a mixture of 75% Argon and 25% Krypton at a pressure p of 

2.10 mbar, is used for the investigation. 

5.3.1 Dynamics of electrode operation 

In Figure 5-7, the electrode operation is summarized for a lamp current of 320 mA, whereas 

the temporal lamp current, voltage, cathode fall voltage, electrode densities in the electrode 

region, and its deviation are given. As the effective spatial resolution of the applied 

microwave interferometer is about 4 mm, the measured densities are spatially averaged 

electron densities in front of the electrode. 

The application of a current-controlled power supply leads to a nearly sinusoidal current 

profile. In contrast to voltage-controlled supplies, the electrode current is well defined 

whereas the lamp voltage arises as a result of the electrode processes. Thus, the voltage 

profile shows deviance from a sinusoidal function, especially during the transitions between 

cathode and anode phases. 

During the cathode phase, the electrode has to sustain the lamp current by emitting 

electrons. Due to thermionic emission a certain amount of electrons is emitted 

continuously, the so-called zero field current. This emission depends on the temperature of 

the hot spot as well as on the effective emitting area. In general, the thermionic emission of 

electrons does not deliver the full lamp current during the cathode phase. Hence, the 

additional amount of electrons is emitted by the electric field emission according to the 

SCHOTTKY- and the patch effect (see Section 2.2.3). When the thermionic emission of 

electrons is no longer able to sustain the whole lamp current the electric field emission 

starts. Therefore, the cathode fall (a thin plasma sheet with a strong potential drop) builds 

up at the electrode surface. For the investigated discharge conditions, this can be observed 

approximately 2 µs after the start of the cathode phase (Figure 5-7c). After a short peak, 

discussed in detail by Garner [2008b], the cathode fall stays at a constant level, with typical 

values in the range of 10 to 15 V. The emitted electrons pass the sheath and gain energy 

equivalent to the cathode fall. As they have significantly more energy, they are called beam 

electrons in contrast to the surrounding low energetic electrons in the electrode region, the 

so-called plasma electrons. During the cathode phase, secondary electrons are produced by 

ionization of mercury or rare gas atoms due to collisions with the high energetic beam 

electrons. Accordingly, the electron density increases (Figure 5-7d). The production of the 

secondary electrons depends on the energy of the beam electrons, determined by the 

cathode fall and the amount of beam electrons, and the actual lamp current. 
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Figure 5-7:  The 25 kHz operation mode. A T8-36W lamp with a gas mixture of Argon and Krypton at 2.1 mbar is 

operated at a current of 320 mA (rms value). 

a) lamp current 

b) lamp voltage 

c) cathode fall voltage measured by the capacitive band method 

d) path-averaged electron density 

e) deviation of the electron density (black) and derived electron production rate (red) 

 

Towards the end of the cathode phase, the decreasing lamp current reaches the level of 

thermionic emission of electrons. The electric field emission of electrons is no longer 

needed and the cathode fall collapses, approximately 3 µs before the end of the cathode 

phase (see Figure 5-7c). 

During the anode phase, the electrode has to collect the electrons. To prevent the 

thermionic emission of electrons and to collect the amount needed to sustain the lamp 
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current, an anode fall builds up with a typical potential between 0 V and 2 V [WAYMOUTH 

1971]. Thus, the electron density decreases nearly constant by ambipolar diffusion, and 

field driven flux to the electrode. This could be seen directly in the deviation of the electron 

density given in Figure 5-7e. During the whole anode phase, the deviation is nearly 

constant and independent on the lamp current. This prompts the conclusion that the main 

loss of electrons during the anode phase accrues due to ambipolar diffusion. Thus, the 

corresponding ambipolar diffusion time constant could be estimated by: 

 

µs100



td

nd

n

e

e
ambipol

 (5-8) 

By correction of the losses due to ambipolar diffusion (red curve in Figure 5-7e), the 

electron production rate, (in the first approximation identical to the ionization rate), during 

the cathode phase could be determined. In correspondence to the cathode fall, the 

production of secondary electrons starts with the presence of beam electrons 2 µs after the 

beginning of the cathode phase and ends 3 µs before the end of the cathode phase. 

The average electron density depends on the balance of production of electrons during the 

cathode phase and the loss of electrons during the anode phase. In contrast to low frequency 

operation, the electron density does not decrease completely during the anode phase. 

5.3.2 Eroded barium in the electrode region 

At the electrode, a stable hot-spot is established. The temperature of the spot is defined by 

the energy and the heat balance. However, the complex interaction of several mechanisms 

such as the thermionic emission, electric field emission and the corresponding cathode fall 

define the stable equilibrium. The resulting hot-spot temperature defines the production of 

free barium. As the lamp is driven with 25 kHz, the hot-spot temperature is constant during 

the period. Thus, the barium erosion as a result of evaporation is constant. 

The evaporated barium is transported through the electrode region while interacting with 

the surrounding plasma. As a result, a pronounced modulation of the barium ground state 

densities could be observed, as depicted in Figure 5-8d. With increasing cathode fall, the 

high energetic beam electrons excite and ionize the evaporated barium atoms. Hence, the 

measured barium atom ground state density decreases with the increasing cathode fall 

voltage. The density of the high energetic beam electrons decreases immediately with the 

decrease of the cathode fall voltage at the end of the cathode phase. Thus, the excitation and 

ionization of the evaporating barium atoms also decreases. As a result, the density of the 

ground state starts to increase due to the evaporation and relaxation of exited levels, 

whereas continuous evaporation is the dominant effect. During the whole anode phase, the 

excitation and ionization is at a quite lower level so that the ground state density could 

increase. 
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Figure 5-8:  Typical results for the 25 kHz operation mode for a lamp current of 320 mA (rms value). 

a) lamp current and lamp voltage 

b) cathode fall voltage measured by the capacitive band method 

c) path-averaged electron density 

d) absolute barium atom ground state density at z = 1, 1.5 and 2 mm, measured by LIF 

e) relative barium ion ground state density at z = 1 mm, measured by LIF 

f) optical emission of the resonant barium ion line (455.4 nm) and the resonant barium atom line 

(553.5 nm) measured by OES 
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Due to the plasma effects, the measured densities show a strong spatial dependence. By 

increasing the measure position from z = 1mm to z = 1.5 mm (equivalent to 0.5 mm to 

1 mm distance from the electrode surface), the density increases by a factor of 

approximately 2.5. Going further away, the density reaches the detection limit of the 

system. 

The relative barium ion ground state density, measured by LIF, is given in Figure 5-8e. 

During the cathode phase, the barium ion ground state density increases due to production 

of barium ions by ionization of barium atoms. This corresponds to the decay of the atom 

ground state density. During the anode phase, there is no production of additional barium 

ions. Thus, the ions produced in the cathode phase are transported through the electrode 

region and its density decreases. As the transport is driven by electric fields, it is very 

complex to describe the process in detail. In [SIGENEGER et al. 2010] we presented an 

approach to determine the electric field and the barium ion transport for one selected 

discharge condition of a 25 kHz Argon/Krypton discharge. However, the measured ion 

density shows only a moderate modulation. 

In addition, the temporal-dependent optical emission
16

 of the resonant barium ion line at 

455.4 nm and the resonant barium atom line at 553.5 nm are presented in Figure 5-8f. The 

optical emission depend on the temporal-dependent electron energy distribution.  

Thus, optical emission can only be observed during the cathode phase, when high energetic 

beam electrons are present. The fact, that there is no emission of the resonant barium atom 

line (553.5 nm) during the anode phase, even though the highest atom ground state 

densities exist, allows the conclusion that excitation of barium atoms during the anode 

phase is very low and could be neglected. In general, the resonant barium ion line at 

455.4 nm is significantly more intensive. Therefore, this line is often used in the literature 

to measure barium in the electrode region, although the correlation to the eroded barium is 

indirect. The intensity of the line depends on the erosion of barium, on its ionization, on the 

electric field-driven transport and finally on the excitation of the ions, whereas the 

ionization and excitation are very sensitive to the actual cathode fall voltage. 

5.3.3 Spatial characteristics 

The spatial dependence of the measured parameters is detailed in Figure 5-9. The 

temperature profile in Figure 5-9b is measured with the spatially-resolved pyrometric 

measurement system, provided by the OSRAM AG (see Section 6A.1) along the electrode 

axis. The temperature profile has a maximum of approximately 1100 K and a width of 

about 1 mm. In agreement, the width of the barium ground state density profile in front of 

the electrode at z = 1 mm (0.5 mm in front of the electrode surface ) has been found to be 

about 1 mm (see Figure 5-9c). 

 

                                                 
16

  For measurement of the optical emission, the LIF setup is used. The monocromator is used to scan over the 

transition wavelength, whereas the temporal signal of the photomultiplier is measured. 

http://dict.leo.org/ende/index_de.html#/search=pyrometric&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
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Figure 5-9:  Spatial dependents of the measured quantities for the 25 kHz operation mode for a lamp current of 

320 mA (rms value).  

a) photograph of the electrode including the coordinate system 

b) temperature along the electrode (z = 0 mm) 

c) barium ground state density at t = 20 µs and z = 1 mm 

d) barium ground state density in z-direction at t = 10 µs and t = 20 µs (x = 3.6 mm) 

e) Time-averaged optical emission in z-direction (x = 3.6 mm) 

f) Time- and path-averaged electron density in z-direction 
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In z-direction, the barium ground state density decays exponentially (see Figure 5-9d). The 

decay length is in the range of 0.5 mm. In detail, a decay length of 0.5 mm has been found 

during the anode phase (at t = 10 µs) and of 0.56 mm at the end of the anode phase (at 

t = 20 µs). During the cathode phase the decay length could not be determined due to the 

low density. 

For the time-averaged optical emission of the resonant barium atom line at 553.5 nm (see 

Figure 5-9e), a corresponding decay length of about 0.46 mm has been found. In contrast, 

for the resonant barium ion line at 455.4, a significantly longer decay length of 1.13 mm 

has been determined. This indicates that excited barium ions still exist at greater distances 

from the electrode. However, the detected optical emission is line of sight integrated and 

depends on the excitation processes. Thus, the measurements are not directly connected to 

the corresponding densities. 

In case of the electron densities, a much longer decay length of about 8 mm has been found 

(see Figure 5-9f). The density decays from about 318

path m108  en  at the electrode to a 

tenth at the positive column. 

5.4 Dimmed operation by variation of lamp current 

Modern lighting systems provide the opportunity to adjust the light output. Furthermore, by 

combining fluorescent lamps with different light colors, the color can be adjusted to the 

requirements or preferences of the user. Thus, in the daytime a higher color temperature 

could be set, whereas in the evening a warmer light with lower color temperatures could be 

set. Technically, the variation of the light output of a fluorescent lamp is solved by varying 

the lamp current, also called dimming. 

In general, an electrode is designed according to the discharge conditions such as lamp 

current, gas and pressure. In case of a dimmable lamp, the electrode has to operate within a 

certain current range without significant reduction of the lifetime. 

In case of high lamp current, the energy balance of the electrode shifts to higher hot-spot 

temperatures, which lead to higher thermionic emissions of electrons, which in turn lead to 

lower cathode fall voltage (typical characteristics of an arc discharge). In case of electrode 

erosion, the higher hot-spot temperatures lead to significant higher barium evaporation (see 

Figure 5-4), thus reducing the electrode’s lifetime.  

In contrast, for low lamp currents, the hot-spot temperature decreases. Thus, the thermionic 

emission of electrons decreases disproportionately, which in turn leads to an increase of the 

cathode fall voltage. If the cathode fall voltage exceeds a certain level, the energy of the 

ions is sufficient to sputter electrode material, which also reduces the electrode’s lifetime. 

The sputter threshold of the cathode fall voltage has been found to be about 15 V [GARNER 

2008b; WAYMOUTH 1971] and could be exceeded for low lamp currents. 

By further decreasing lamp currents, the discharge transits to the glow mode with further 

increased cathode fall voltages in the order of about 100 V. Due to the high sputter rates 

that occur, the electrode is destroyed in a few hours in this mode. 

To reach a sufficient electrode lifetime during dimmed operation for low lamp currents, an 

additional heat current heatI  is applied through the electrode. The additional current 
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represents an additional heating mechanism, increasing the hot-spot temperature. By 

applying a proper heat current, the hot-spot temperature could be adjusted to a level where 

the thermionic emission is sufficient to reduce the cathode fall voltage below the sputter 

threshold. The efficacy of the additional heating depends on choosing the optimal heat 

current for the desired lamp current. To ensure compatibility of different fluorescent lamps 

of various manufactures with different electronic ballast systems, the relevant currents and 

heat currents are specified in standard EN 60901. 

To deliver reliable data of barium erosion during dimmed operation, in the following lamp 

operation is investigated by varying the lamp current and the additional applied heat 

current. 

5.4.1 Variation of lamp current 

For the purposes of investigation, the same lamp and setup were used as those of the 

previous. The lamp is driven at 25 kHz with different discharge currents. The electrode 

temperature profile, measured in the center of the electrode along the axis with the 

pyrometric measurement system provided by the OSRAM AG (see Section 6A.1), for the 

different discharge currents is given in Figure 5-10. 

 

 
Figure 5-10:  Temperature profile of the electrode for different lamp currents of a T08-36W lamp operating at 25 kHz. 

The temperature is measured along the electrode (z = 0 mm) with the pyrometric measurement system, 

provided by the OSRAM AG. 

 

For the lowest discharge current investigated, a very low hot-spot temperature of about 

951 K has been found. For higher discharge currents, the maximum electrode temperature 

increases to about 1179 K for 500 mA. Simultaneously, the profile positions shift in a range 

of about 0.5 mm and broaden for the highest discharge current. This broadening at 500 mA 

indicates that the heat input due to ohmic heating is too high and the electrode is working at 
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a current significantly higher than its nominal current. Thus, a significant increase of 

barium evaporation has to be expected. 

 

 
Figure 5-11:  Variation of lamp current by operating at 25 kHz. 

a) maximum of the electrode temperature 

b) lamp voltage (rms value) 

c) absolute population density of the barium ground state measured 0.5 mm in front of electrode surface 

(z = 1 mm) at the end of the anode phase (at t = 20µs) and in the middle of the cathode phase (at 

t = 30µs) 

d) ratio of the barium density during cathode phase (at t = 20µs) and at the end of the anode phase (at 

t = 30µs), indicating sputtering effects 

e) absolute flux of evaporated barium determined by the blanking method 

f) cathode fall voltage measured with the band method (voltage at the middle of the cathode phase) 

g) path- and time-averaged electron density in the electrode region 
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For a more detailed discussion, the measured parameters are summarized in Figure 5-11. As 

hot-spot temperatures, the maximum of the corresponding temperature profiles are given in 

Figure 5-11a. As typical of the arc-discharges, the lamp voltage (Figure 5-11b) decreases 

with increasing lamp current caused by changes of the electrode operation and in the 

positive column. 

With the increasing lamp current, the energy balance of the electrode shifts to higher 

hot-spot temperatures due to increased ohmic heating. The higher spot temperatures lead to 

higher thermionic emission of electrons, which in turn leads to lower cathode fall voltage 

(typical characteristics of an arc discharge) and finally to a reduced lamp voltage. The same 

process affects the observed path-averaged electron density given in Figure 5-11g. In the 

first approximation, one would expect a linear dependence of the electron density on the 

lamp current as the lamp current defines the number of beam electrons. Nevertheless, the 

reduction of the cathode fall voltage for higher lamp currents leads to lower energies of the 

emitted beam electrons. Thus, the production rate of secondary electrons per beam electron 

(due to ionization of mercury or buffer gas atoms) is reduced. 

All the electrode processes affect the barium erosion. In Figure 5-11e, the absolute barium 

evaporation flux, determined by the blanking method, is given. For low lamp currents of 

100 mA and 200 mA, the barium evaporation flux is in the range of 
111s105.1  , which is 

very low and below the level one would expect for an electrode lifetime of 20,000 hours of 
111

000h20Ba, s102.3   (see Appendix B.3). For discharge currents above 200 mA, the 

barium fluxes increase disproportionately. Thus, for 500 mA the barium flux is very high 

and about a factor of 13 above the value one would expect for the lifetime of a typical lamp. 

Hence, this discharge current is too high for the electrode and significantly affects its 

lifetime. However, the measured fluxes correspond to the measured temperatures. 

Additional information could be obtained by analyzing the barium densities during 

operation, 0.5 mm in front of the hot-spot (Figure 5-11c). Although the densities do not 

allow a direct determination of the barium fluxes (the measured ground state densities are 

affected by ionization and excitation processes during the cathode phase, see Section 5.3.2), 

the densities at the end of the anode phase correspond to the fluxes determined by the 

blanking method. In addition, an abnormality for the both lowest investigated lamp currents 

has been found. For these currents, the densities at the end of the anode (t = 20 µs, solid line 

in Figure 5-11c) are lower than the densities during the cathode phase (t = 30 µs, dashed 

line in Figure 5-11c). Usually, the barium ground state densities during the cathode phase 

are significantly lower, as they are excited and ionized by the high energetic beam electrons 

present in the cathode phase (see Figure 5-8d). Thus, the higher densities during the 

cathode phase could only be caused by additional barium atom production. As the 

evaporation rate could be assumed constant, the additional production could only be 

explained by sputtering of barium. This assumption is in agreement with the observed 

lower hot-spot temperatures and the resulting higher cathode fall voltages (Figure 5-11f). 
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As an indicator for this effect, the ratio of barium ground state density during the cathode 

phase and the density at the end of the anode phase 0.5 mm in front of the electrode surface 

could be used (see Figure 5-11d): 
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For normal (no sputtering) operation, the ratio is significantly smaller than 1. Thus, for the 

highest investigated currents (400 mA and 500 mA) the ratio is below 0.2. For the lowest 

currents (100 mA and 200 mA) the ratio is above 1 (about 1.8), indicating sputtering as 

discussed. However, the ratio could be used as an indicator, but does not deliver 

quantitative values. During the cathode phase, the sputtered atoms are also excited and 

ionized. Thus, without detailed knowledge of the corresponding excitation and ionization 

rates, depending on the electron energy distribution, it is not possible to determine the 

absolute amount of sputtered barium. However, the fact that the ratio is above one, it can be 

concluded that a significant amount of barium erosion is caused by sputtering. To reduce 

the erosion, these operation conditions should be avoided. 

5.4.2 Influence on additional applied heat current 

To reduce sputtering of electrode material at low lamp currents, an additional heating 

current typically is applied through the electrode. Thus, the electrode temperature and 

therefore the thermionic emission of electrons increases, whereas the sputtering causing 

cathode fall voltage decreases. In the following experiment, the same lamp and discharge 

conditions as in the previous section are investigated. The additional DC heat current heatI  

is applied through the electrode by connecting the current source (KEITHLEY 238) to the 

two outer electrode contacts (see Figure 5-12). To ensure heating by a DC current, an 

additional choke with 2.5 mH is placed in line with the current source. Thus, higher 

frequencies and especially the operational frequency of 25 kHz is blocked. 

 

 
Figure 5-12:  Applied electrical setup for variation of lamp and heat currents. For heating the current source, KEITHLEY 

238 is used. To ensure a DC heat current, a choke with 2.5 mH is placed in line to block higher 

frequencies. 
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The change of the electrode temperature profile by application of additional heat currents is 

given in Figure 5-13 for the standard lamp current of 300 mA. For heat currents of 100 mA 

and 200 mA, the temperature profile changes only slightly in comparison to the profile 

without additional heating. The temperature increases about 5 K and the temperature profile 

slightly broadens. For a heat current of 300 mA, a significant broadening and an increase of 

the temperature of about 12 K could be observed. By further increasing the heat current, the 

maximum of the hot-spot is shifted about 1.5 mm towards the edge of the electrode. In 

addition, the temperature of the whole electrode increases. Thus, for heat currents above 

mA400heat I , no local hot-spot could be found as the whole electrode has temperatures 

allowing thermionic emission of electrons.  

 

 
Figure 5-13:  Electrode temperature profiles by application of additional heat currents. The T08-36W lamp is operating 

at 25 kHz with a lamp current of 300 mA (rms). The temperature is measured along the electrode 

(z = 0 mm) with the pyrometric measurement system, provided by the OSRAM AG. 

 

The dependence of the other investigated parameters, especially the resulting barium 

evaporation, are summarized in Figure 5-14 for all investigated lamp currents. Again, the 

maximum of the electrode temperature profile (as indicated in Figure 5-13 by the circles) is 

given in Figure 5-14a. First, the maximum electrode temperatures only slightly increase 

with increasing heat current (as already discussed for 300 mA lamp current). By reaching a 

certain threshold, the maximum electrode temperature starts to increase strongly. This 

threshold seems to depend on the lamp current whereas a higher lamp current leads to a 

lower threshold. As such, the stronger increase for a lamp current of 500 mA starts at a heat 

current of about 250 mA and for a lamp current of 200 mA it starts at a heat current of 

about 400 mA. In agreement with the measured electrode temperatures, the absolute fluxes 

of evaporated barium (determine by the blanking method) increase. As the values range 

over more than two orders of magnitude, a logarithmic plot has been chosen for use in 

Figure 5-14c. Especially for high heating currents (400 mA and 450 mA), a stronger 

increase of the evaporation could be found. This could be explained by the increased 
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maximum temperature and in particular by the additional broadening (see Figure 5-13) of 

the hot spot, leading to an enlarged evaporation surface. Although the densities measured at 

the end of the anode phase (at t = 20 µs, given in Figure 5-14d) are a result of the 

evaporation of barium and its transport through the plasma in the electrode region, they 

have the same tendency. 

 

 
Figure 5-14:  Influence of additional applied heat currents on electrode processes of different lamp currents. 

a) maximum of the electrode temperature 

b) path- and time-averaged electron densities in the electrode region 

c) evaporated barium determined by the blanking method 

d) absolute population density of the barium ground state measured 0.5 mm in front of electrode surface 

(z = 1 mm) at the end of the anode phase at t = 20µs 

e) ratio of the barium density during cathode phase (at t = 20µs) and at the end of the anode phase (at 

t = 20µs), indicating sputtering effects 

 

A more detailed understanding of the electrode operation by application of an additional 

heat current could be derived from the measured electron densities given in Figure 5-14b. 
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For heat currents of mA300heat I , the path-averaged electron densities in the electrode 

region decrease with increasing heat current. As the thermionic emission increases with 

temperature for higher heat currents, the cathode fall voltage and therefore the production 

of secondary electrons by the beam electron would be reduced. Finally, this leads to the 

observed reduction of the electron densities. For the two lowest investigated lamp currents, 

a different behavior has been found. Here, first the path-averaged electron densities grow 

with increasing heat current until a certain maximum is reached. By further increasing heat 

current, the electron densities decreases as observed for the higher lamp currents. Thus, for 

a lamp current of mA200lamp I  the maximum could be found for a heat current of 

mA100heat I , whereas for the lowest lamp current of mA100lamp I  the maximum shifts 

to a higher heat current of mA300heat I . 

In addition to the abnormal increase of the electron densities, a change of the sputter 

indication ratio of barium ground state density during the cathode phase and at the end of 

the anode phase can be found (according equation (5-9); see Figure 5-14e). For a certain 

heat current, the ratio drops below the threshold value of one, indicating a significant 

reduction of sputtering. For a lamp current of mA200lamp I , this heat current is about 

mA300heat I  and for mA100lamp I  it is about mA450heat I . Evaporation starts to 

increase at these heat currents (Figure 5-14c), so we can conclude that the electrode 

operates in the normal thermionic mode with reduced sputtering. However, the discovered 

heat currents for reduction of sputtering are about 150 mA higher than the heat currents of 

the maximum electron densities. Up until now, the effect of the appearance of this 

maximum in the electron density for low lamp currents is not completely understood, but 

perhaps it could be used as a simple method for adapting the heat current according to the 

lamp to reduce sputtering. In contrast to temperature determination and LIF, for 

determination of electron densities the ends of the lamps need not to be cleared of 

phosphor. As such, the method could be applied to non-modified commercial lamps. 

For the dimmed operation, it can be concluded that for low lamp currents an additional 

applied heat current could reduce sputtering. In the case of investigated lamps for a lamp 

current of mA200lamp I , the heat current should be about mA300heat I  and for 

mA100lamp I  it is about mA450heat I . By applying these currents, the barium 

evaporation would increase and reach a level comparable to the normal operation at about 

320 mA. Thus, if sputtering could be avoided completely (which is not absolutely 

guaranteed by the measured data), the lifetime of the electrode would not be reduced even 

during dimmed operation. An additional heating for lamp currents higher than 300 mA is 

not necessary and would significantly increase the barium evaporation. For these lamp 

currents, an increased evaporation has been found. Thus, for a lamp current of 400 mA the 

evaporation is increased by a factor of about 2 in comparison to 300 mA, and for a lamp 

current of 500 mA by a factor of about 4. This in turn would reduce the electrode lifetime 

by the same factors. 
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5.5 Frequency variation 

Until the introduction of electronically controlled ballasts, fluorescent lamps were operated 

at the net frequency (Europe: 50 Hz; US: 60 Hz). In the early 1980s, electronically 

controlled ballasts facilitated operation at higher frequencies of a few kHz, thus improving 

the efficacy [ROZENBOOM 1983]. In the following, the dependence of the electrode erosion 

on the operating frequency is investigated in a range from 50 Hz up to 5 kHz for different 

lamp currents. 

To vary the frequency in the desired range, a special lamp operation setup is applied 

(Figure 5-15). Two high voltage sources are used to generate a negative and a 

corresponding positive voltage, whereas one electrode is connected to the shared potential. 

For lamp operation, the positive and negative voltages are alternately switched to the other 

electrode. For switching, TTL
12

 triggered IGBT
9
s (insulated-gate bipolar transistors) are 

used. Thus, the operational frequency could be varied by variation of the control signals of 

the IGBTs. To achieve a current controlled operation, a 220 Ω resistor is placed in series to 

the lamp. To protect the voltage sources against shorting, each is protected by a 110 Ω 

resistor. In contrast to normal lamp operation with a sinusoidal voltage or current, the setup 

leads to a rectangular current profile. These characteristic needed, as it leads to constant 

current during the anode phase and subsequent cathode phase, and allows a direct 

comparison of the different frequencies under the same discharge conditions. 

For investigation, the same T8-36W lamp (mixture of 75% Argon and 25% Krypton at a 

pressure of 2.10 mbar) as in the previous sections is used. 

 

 
Figure 5-15:  Electrical setup used for frequency variation. Two TTL-controlled IGBT-switches are used for alternating 

switch one electrode to a positive and a negative potential generated with two high voltage sources FUG 

MCA 750-1500. The operational frequency cold be varied by changing the TTL-signals. 

 

5.5.1 Anode oscillation during low frequency operation 

As the dependence of the electrode operation on the operational frequency is dominated by 

anode effects, first the anode phase should be investigated for low frequencies. 



 

Results and discussion 

 

78 

 

During the cathode phase, a high electron density builds up in the electrode region due to 

secondary electrons produced by the beam electrons. Thus, each anode phase starts with 

high electron densities. During the anode phase, the electrode collects the electrons, and 

therefore a certain anode fall voltage is needed. Due to the reservoir of electrons in the 

electrode region at the beginning of the anode phase, initially there is no need for a high 

anode fall. Under certain conditions (electron excess in the electrode region) even a 

negative anode fall voltage could appear [WAYMOUTH 1971]. However, during the anode 

phase, the electron density in the electrode region decreases due to field driven drift, 

collection of electrons by the anode, and ambipolar diffusion. The time constant of the 

decay is about one millisecond and therefore in the order of the ambipolar diffusion. After 

certain duration of the anode phase, the electron density in the electrode region reaches a 

level where an increased anode fall voltage is needed to sustain the electron current. 

Approximately, this density level corresponds to the electron density in the positive column 

[WAYMOUTH 1971]. By further increasing the electron density, the anode fall voltage also 

increases until it reaches the level where the energy gain of the electrons is sufficient to 

ionize mercury atoms. Thus, additional secondary electrons are generated leading to an 

abrupt rise of the electron density. This in turn leads to the decrease of the anode fall 

voltage, as it is no longer needed to sustain the lamp current. After a certain time, the 

decreasing electron density reaches a critical level and the anode fall voltage rises again. 

Finally, it ends up with an oscillation of the electron density and anode fall voltage. These 

so-called anode oscillations are typical for anode phases longer than about one millisecond. 

For a current controlled lamp operation, the oscillations could be observed in the lamp 

voltage. 

 

 
Figure 5-16:  Anode oscillation illustrated by the path-averaged electron densities in the electrode region. The T8-36W 

lamp is operated with a rectangular-shaped current profile at 50 Hz. At t = 0 ms, the anode phase starts. 

 

In Figure 5-16, the appearance of anode oscillations are plotted by the path-averaged 

electron density for different lamp currents. The T8-36W lamp is operated by a rectangular-

shaped AC current at 50 Hz. The anode phase starts at t = 0 ms. At about 1.2 ms the 
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electron density is decreased to a level that causes the anode fall voltage to increase. Thus, 

the first anode oscillation starts. Remarkably, the starting time is the same for all 

investigated currents except the lowest (200 mA). Even the frequency of the oscillation is 

the same (about 3 kHz) for these currents. For the lowest lamp current, the oscillations start 

about 0.2 ms delayed and seem to be unstable. The minimal remaining electron density and 

the hight of the electron density fluctuation increase with increasing lamp current. 

It could be concluded that for anode phases shorter than 1.2 ms (this corresponds to an 

operational frequency of 420 Hz), the appearance of anode oscillations and therefore 

additional anode fall voltage could be avoided. A substantial part of the increase of lamp 

efficacy at kHz-operation is caused by avoiding anode oscillations. 

 

 
Figure 5-17:  Modulation of the barium ground state density due to anode oscillations. The T8-36W lamp is operated 

with a rectangular-shaped current profile at 50 Hz and 500 mA. The anode phase begins at t = 0 ms. 

a)  lamp voltage 

b)  path-averaged electron density in the electrode region 

c)  barium ground state density at different positions in front of the electrode surface 

 

Anode oscillations lead to an abrupt increase of the electron energy, and subsequently a 

modification of the electron-energy distribution function. Besides the already discussed 

increase of the electron density, the higher electron energy affects all particles in the 
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electrode region. Thus, the ground state density of the evaporated barium atoms is also 

modulated, as shown in Figure 5-17 for a lamp current of 500 mA. The anode oscillations 

correspond to an increase of the lamp voltage of about 5 V. Shortly before reaching the 

maximum voltage (anode fall voltage), the ionization (generation secondary electrons) 

starts and the electrode density increases. Simultaneously, the barium ground state density 

in front of the electrode decreases due to the higher electron energy leading to additional 

excitation and ionization. As the electron energy should be greater than the mercury 

ionization energy, the ionization of barium atoms is a minor process. From the given data it 

could be concluded that the duration of the intense excitation is shorter than 40 µs. 

However, near to the electrode (0.5 mm from the electrode surface) anode oscillation leads 

to a modulation of the barium ground state density of about 30%. Even at a distance of 

2 mm, where only a tenth of the density is measured, the modulation could be observed. 

The effect has important consequences for interpretation of measured densities during the 

anode phase. For low frequency operation (if anode oscillations appear), the measured 

densities are modulated by the anode oscillation. Thus, the additional error in the measured 

densities (about 30% at a distance of 0.5 mm from the electrode surface) has to be 

considered. 

5.5.2 Frequency variation 

An overview of the discharge characteristics by varying the operational frequency is given 

in Figure 5-18 for a lamp current of 300 mA. The lamp current shows the desired 

rectangular characteristics, whereas for low frequencies a low modulation due to anode 

oscillation could be observed. The modulation could also be found in the lamp voltage (see 

Figure 5-18b). The fundamental impact of the operational frequency could be derived from 

the path-averaged electron density given in Figure 5-18c. As already discussed, with the 

beginning of the anode phase (t = 0) the electron densities start to decrease. As the lamp is 

driven by a rectangular AC current, the decrease is the same for all operational frequencies. 

However, after about 1.2 ms the electron densities reach the level where anode oscillations 

start (also discussed in Section 5.5.1). For frequencies with anode phases shorter than this 

time (operational frequencies above 420 Hz), no anode oscillations appear. During the 

cathode phases, the path-averaged electron densities increase to a level of about 
-318 m1012 

, whereas the level is reached after about one millisecond. For operational frequencies 

above 1 kHz, the cathode phase is too short, so that this value will not be reached. 

Accordingly, the electron densities at the beginning of the anode phase are lower. However, 

the electron density and especially its fluctuation are determined by the durations of both 

half cycles. By operation with a sinusoidal current, the electron densities would also be 

affected by the temporal current fluctuations, leading to slightly modified temporal density 

characteristics. 
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Figure 5-18:  Time-dependent behavior by variation of the operational frequency for a lamp current of 300 mA. For 

clear representation, only a few periods of the measured parameters are given for each frequency. 

a) lamp current 

b) lamp voltage 

c) path-averaged electron density in the electrode region,  

d) barium ground state density measured 0.5 mm in front of electrode surface (z = 1 mm) during the 

anode phase 

 

In addition, the temporal barium ground state densities, measured 0.5 mm in front of the 

electrode surface (z = 1 mm ), are given in Figure 5-18d. As already discussed, with the 

beginning of the anode phase the densities start to increase. This increase is the same for all 
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investigated frequencies, so we can conclude that the evaporation of barium is independent 

of the operational frequencies. With the appearance of the anode oscillations, the measured 

densities reach a saturated level of about -315 m108.0  . The generation of additional barium 

atoms in ground state is in equilibrium with the excitation and ionization of the ground 

state. However, the densities are not constant as they are modulated by the anode 

oscillations (see Figure 5-17). The measurement of the densities in Figure 5-18d is not 

synchronized to the anode oscillations. Thus, for t > 1.2 they are randomly affected by 

anode oscillation modulation in the range of about 15% of the average density during the 

anode phase. 

For anode phases shorter than 1 ms, the densities would not reach the saturated level. With 

the beginning of the cathode phase, the high energetic beam electrons lead to an 

instantaneous decrease of the barium ground state densities. As the densities stay at a very 

low value (near to the detection limit) during the whole cathode phase, for clear 

representation only the first value is given in Figure 5-18d. However, during the anode 

phase the barium ground state densities are affected by anode effects such as anode 

oscillations. Thus, comparing evaporation processes is very complex. If the current could 

be kept constant, the slope of the increasing densities at the beginning of the anode phase 

could be used as indicator. Hence, for detailed comparison the blanking method is applied. 

In Figure 5-19 the dependence on the operational frequency is summarized for different 

lamp currents (200 mA up to 500 mA). In case of the electron densities (Figure 5-19a) the 

maximum path-averaged densities during the cathode phase and the minimum densities 

during the anode phase (dashed line) are given. In correspondence with the already 

discussed characteristics at 300 mA lamp current, for frequencies above 400 Hz the 

electron densities do not completely decay during the anode phase and anode oscillation 

does not appear. The behavior seems to be independent of the chosen lamp current. For 

frequencies above 400 Hz, a decrease of the lamp voltage could also be observed for all 

currents except the lowest current of 200 mA. Primarily, the decrease is caused by the 

suppressing of discharge losses due to anode oscillations at these frequencies. 

However, by changing the discharge conditions by varying the frequency, the barium 

evaporation determined by the blanking method is not affected. Thus, it could be concluded 

that for the investigated frequency range, the barium erosion due to evaporation does not 

significantly depend on the operational frequency. This fact implies that the temperature of 

the hot-spot and therefore the electrode energy balance is also not significantly affected. 
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Figure 5-19:  Dependence on the operational frequency. The T8-36W lamp is driven with various rectangular-shaped 

AC currents. 

a)  minimum (dashed line) and maximum (solid line) of the path-averaged electron density in the 

electrode region 

b)  lamp voltage (rms)  

c)  absolute barium flux from the electrode determined by blanking method 

 

5.5.3 Interpretation of related works at conventional net frequency operation 

Former works investigated the electrode erosion during net frequency operation by either 

determination of optical emission or density measurements (LIF) of the released barium 

atoms and ions. In Section 5.5.2, it was shown that the barium density is modulated by the 

different plasma conditions during anode and cathode phases. Thus, in former works the 

measured quantities always result from the interaction of the released barium with the 

plasma in the electrode region. In particular, by application of optical emission 

spectroscopy, this effect has to be considered, as the plasma in the electrode region is 

responsible for excitation of the investigated levels. 
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The characteristic behavior of a T5 lamp at conventional net frequency operation is shown 

in Figure 5-20. For operation, the standard European setup is applied (see Figure 2-4 left), 

with its current limiting choke in series with the lamp. 

 

 
Figure 5-20:  Characteristic behavior at conventional net frequency operation. The T5 lamp is operated with a choke in 

series at net frequency of 50 Hz. 

a) lamp voltage and current 

b)  density of the barium ground state density measured by LIF 1 mm in front of the electrode surface 

 

Different barium densities during anode and cathode phase 

The barium ground state density during the cathode phase is significantly lower than during 

the anode phase. Several works [BHATTACHARYA 1989b; MANABE et al. 2007; SAMIR et al. 

2007; SAMIR et al. 2005] interpreted this characteristic as different loss during the anode 

and cathode phases. They supposed the loss of neutral barium from the emitter occurred 

mainly in the anode half cycle due to additional heating of the electrode in the anode phase 

and cooling in the cathode phase by thermionic cooling. However, we found no variation of 

electrode temperature during one full period (at 60 Hz), whereas Samir et al. assumed a 

rapid increasing temperature of a very thin surface layer. 

Our research shows that there is a decreased barium ground state density during the cathode 

phase due to excitation and ionization by the presence of high energetic beam electrons. 

During the anode phase, the barium atom ground state density saturates at a higher level 
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after approximately 1 ms (see Figure 5-18). Furthermore, the density is affected by anode 

oscillations for lower frequencies (see Figure 5-17). 

Barium density peaks at net frequency operation 

At the transitions between anode and cathode phase where the current is minimal, a short 

increase of the barium ground state density could be observed (see Figure 5-20). 

Bhattacharya [1989b] interpreted these peaks as an increased loss due to ion bombardment 

enhanced by the high lamp ignition voltage at the beginning of the next cycle. Samir et al. 

[2007; 2005] supposed an increase barium evaporation was due to a rapid temperature 

change of a very thin surface layer of the hot spot. 

For a better understanding, additional investigations of these peaks have been made as part 

of this work. It has been found that these density peaks depend on the duration and current 

of the transitions between the anode and cathode phases. During the transition, there is a 

certain time with minimal to no current. Thus, there is no need for a cathode fall voltage or 

anode fall voltage to sustain this minimal lamp current. Accordingly, in the electrode region 

there are no high energetic electrons present and no barium atoms are ionized or excited. 

Thus, the barium transport processes correspond to the processes by application of the 

developed blanking method. In contrast to blanking, the duration and the current during 

transition is not controlled and depends on the external circuit as well as on the individual 

lamp and electrode characteristics. As this varies for different lamps, the peaks observable 

by these uncontrolled blanking are not applicable for determination of erosion. 

To illustrate this behavior, an experiment with controlled transitions between anode and 

cathode phase has been realized. The lamp is driven by a rectangular AC-current (setup 

according Figure 5-15), whereas the lamp voltage is shortened for various time during 

transitions (see Figure 5-21a). Thus, during transitions the observed barium ground state 

densities increase, whereas the height of the peaks depends on the duration of the blanking 

(see Figure 5-21d, e). 
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Figure 5-21:  Modified net frequency operation with defined off-times during transitions between anode and cathode 

phases. The T5 lamp is driven with rectangular current, whereas it is shortened by an IGBT-shorting 

circuit for various times during transitions between anode and cathode phases. For clearness, error bars are 

not plotted. 

a) lamp voltage and current 

b) lamp current and current 

c) barium atom ground state density measured 1 mm in front of the electrode surface 

d) barium atom ground state at transition from cathode to anode phase 

e) barium atom ground state at transition from anode to cathode phase 
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6 Conclusion 

The durability of fluorescent lamps is determined by the durability of their electrodes. 

Therefore, electrode erosion during continuous operation with modern electronic ballast 

systems (at several tens of kHz) is of special interest for lamp manufacturers and this has 

been investigated in the present work. For the first time, absolute particle fluxes from the 

electrode to the plasma instead of particle densities (determined in former works) have been 

determined during operation. 

In this work, electrode erosion was characterized by the determination of the released 

barium as the essential emitter component responsible for electrode operation. The released 

barium was measured during operation by using LIF, whereas additional diagnostics were 

applied to characterize electrode operation. The investigations were performed on 

commercial T8 fluorescent lamps with cleared out ends. 

The following are the achieved results: 

 

 In a preliminary investigation, the applicability of using LIF for the determination of 

absolute barium densities in fluorescent lamps was proven by measurements on a 

model lamp. It was shown that collisional depopulation (quenching) occurs only for 

Xenon at pressures above 5 mbar and thus this could be neglected for the 

investigations on fluorescent lamps. For the absolute calibration of LIF, a RAYLEIGH 

scattering calibration was applied. For further improvements to the determination of 

absolute density, a saturation correction was performed. Therefore, a model that 

considers both temporal and spatial saturation effects was developed and applied for 

the purpose of this research. It was found that spatial saturation broadening requires 

particular consideration. 

 The chemical emitter processes that generate barium were investigated in an 

electrode heating experiment. For electrode temperatures below approximately 

1100 K, the barium densities in the electrode region correspond to the equilibrium 

pressure produced by the reduction of the barium oxide by tungsten and the further 

reduction of the produced tungstate. For higher electrode temperatures, the barium 

densities in the electrode region are lower than these equilibrium pressures, 

indicating a reduced reaction rate. These reduced reaction rates could be caused 

either by the reduced diffusion of the reactant (primarily barium oxide) or by 

reduced barium transport through the porous emitter. However, these results prove 

that barium evaporation, even under simplified conditions, depends on the 

temperature and the emitter structure that varies during electrode lifetime. 
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 For the first time, absolute barium ground state densities during operation at 25 kHz 

could be measured because of the high sensitivity of the applied system. The 

densities show pronounced modulation because of the plasma in the electrode 

region. During the cathode phase, beam electrons (electrons emitted by the 

electrode) gain energies of approximately 10 to 15 eV because of the cathode fall 

(estimated by using the band method). These high energetic electrons generate 

secondary electrons by ionization of gas and mercury atoms (detected by an increase 

of the electron density by using microwave interferometry). Furthermore, these 

electrons excite and ionize the barium atoms observed by using LIF. Thus, the 

absolute determination of electrode erosion by the release of barium is not possible 

without detailed knowledge of the local plasma parameter. Even a relative 

comparison of different operation conditions is not possible, as the plasma, and 

therefore the amount of barium atoms in the ground state, varies. 

 To determine the absolute emitter evaporation (evaporation of barium) during 

operation, the blanking method was developed and established. During operation, 

the lamp was switched off for approximately 5 ms in order to measure the 

undisturbed barium evaporation. These new methods allow to compare various 

operation and discharge conditions without knowledge on the detailed plasma 

parameter. 

 For the interpretation of the blanking method, a new barium diffusion model for the 

electrode was developed and validated in the course of this research. In the initial 

step, the one-dimensional models of the electrode region computed the temperature 

distribution used to calculate the spatial- and temperature-dependent diffusion 

coefficient. In the second step, the temporal barium diffusion was calculated. By 

adapting the computed results on measured barium densities by application of the 

blanking method, the absolute barium evaporation (barium flux) and barium 

diffusion coefficient as a control parameter were determined. The model was 

validated by taking measurements at different lamp pressures. The detected 

evaporation rates were of the order of 
112

Ba s10   and corresponded to typical 

electrode lifetimes of approximately 10,000 hours. 

 Dimmed operation was studied at an operation frequency of 25 kHz. It was found 

that lamp currents above the nominal lamp current lead to a drastic increase in 

emitter evaporation. An increase in the lamp current from 300 mA to 500 mA leads 

to an increase in emitter evaporation by a factor of five, whereas the maximum hot-

spot temperature increases from 1120 K to 1170 K. By decreasing lamp currents to 

100 mA, very low evaporation could be observed (reduced by a factor of seven) at a 

hot-spot temperature of 950 K. For these low lamp currents, an anomalous temporal 

barium density characteristic was found. Whereas under normal conditions the 

barium ground state density during the anode phase was significantly higher than 

during the cathode phase (owing to the ionization and excitation of the barium 

ground state by high energetic electrons present during the cathode phase), for low 
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lamp currents higher densities during the cathode phase could be found. These 

higher densities could only be caused by the additional production of barium during 

the cathode phase by sputtering. Thus, the proportion of barium ground state density 

during the cathode and anode phases could be used as an indicator of sputtering. 

However, the total amount of sputtering could not be determined; indeed, it may be 

higher than the evaporation level at these lower lamp currents. 

 The investigations of dimmed operation with additional heat currents showed that 

they are useful for lower lamp currents. As such, for a lamp current of 100 mA, an 

additional heat current of 400 mA could reduce sputtering, indicating the proportion 

of barium ground state density during the cathode and anode phases. For a lamp 

current of 200 mA, an additional heat current of 300 mA seems to be optimal. The 

found optimal heat currents correspond to minimal electron density. Until now, this 

characteristic has not been fully understood, but it could be used as an indicator of 

the optimal operation conditions for electrodes. 

 The investigations of frequency dependence show no significant dependence on 

emitter evaporation. For frequencies below 400 Hz, anode oscillation occurs, which 

reduces lamp efficacy but does not affect electrode evaporation. However, with the 

applied microwave interferometry, it was possible to measure the fluctuations in 

electron densities caused by anode oscillation. It could also be shown that anode 

oscillation affects the barium ground state densities. As such, for the interpretation 

of OES or other absolute detection techniques, these effects have to be considered 

for lower operation frequencies. 

 The comparison of the obtained results with those of former works leads to an 

improved understanding of older measures. Thus, the lower barium ground state 

densities during the cathode phase observed [Bhattacharya 1989b; Samir et al. 2007; 

Samir et al. 2005] could now be explained by the increased ionization and excitation 

of the barium ground state because of the high energetic beam electrons present 

during the cathode phase. In addition, it was found that the peaks observed by 

Bhattacharya [1989b] during transitions between the anode and cathode phases are 

caused by uncontrolled reduced currents during the transitions. Thus, the peaks are 

unsuitable for comparing the barium erosion of different lamps, as they depend on 

the external circuit as well as the individual electrode and lamp characteristics. 

 

Outlook 

This work focused on commercial T8 fluorescent lamps with stick coil electrodes. Thus, in 

future works the developed flux determination by using the blanking method should be 

applied to smaller T5 and T4 lamps, typically used as compact lamps. As these lamps have 

a triple coil electrode, the main challenge will be the adaption of LIF measurements on the 
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three-dimensional structure of the electrode. In addition, the electrode structure has to be 

considered by the model applied in order to interpret the blanking method. 

Another improvement would be the substitution of the complex and expensive LIF by other 

more robust methods such as laser absorption. Parallel to this work, approaches to 

determining fluxes by using such methods in combination with a complex plasma model of 

the electrode region have been investigated [LIEBERER et al. 2011; SIGENEGER et al. 2010]. 

The investigations of dimmed operation indicate sputtering at lower lamp currents. As 

sputtering causes early lamp failures, investigations that are more detailed should be 

performed. Hadrath and Garner [2010] showed that it is possible to differentiate between 

evaporated and sputtered barium atoms by using OES coupled with a FABRY-PEROT 

interferometer. Hence, future work should concentrate on determining the absolute amount 

of sputtered electrode components. 
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Appendix 

 

A Experimental methods in detail 

In this work, the absolute densities of the eroded barium are measured by laser-induced 

fluorescence (LIF). To understand electrode operation in detail, additional methods are 

applied. The electrode temperature as a key parameter for evaporation is measured by an 

optimized pyrometric measurement system. The electrode operation itself is characterized 

by its local work function determining the electrode sheath plasma. Thus, the cathode fall 

voltage is determined by the capacitively coupled band method and the electron densities in 

the electrode region are measured by microwave interferometry. 

In the following, the applied methods are described and the setups characterized. 

Afterwards, the investigated lamps and precondition parameters are described. 

A.1 Pyrometric electrode temperature determination 

Max Planck was the first to describe the radiation emitted by a black body in thermal 

equilibrium. He invented the formula commonly known as PLANCK's law. As a 

modification, the temperature-dependent spectral radiance  TL ,  of a real surface can be 

formulated in the wavelength form as: 

    
1

12
,,

B

5

2




Tk

hc

e

hc
TTL


 . (A-1) 

Here,   is the emissivity, Bk  is the BOLTZMANN constant, T  is the absolute temperature, h  

is the PLANCK constant, c  is the speed of light and   is the wavelength. The emissivity is a 

correction term for non-ideal black bodies and is the relation between the radiation of a real 

surface and the radiation of an ideal black body. By the determination of the spectral 

radiance of the electrode, its temperature can be calculated according to this formula. At 

typical hot-spot temperatures of 1200 K, the maximum radiance is in the infrared range at 

about μm2max  . 

For the measurements in this work, a pyrometric system [GARNER 1998], provided by 

OSRAM AG, is used. The basic configuration is given in figure A-1. The electrode is imaged 

via an infrared transparent lens on an InGaAs detector array. The detector array has 128 

pixels and a spectral response range between 900 nm and 1700 nm. To avoid the unwanted 

emission of the plasma in the electrode region, an optical bandpass filter (maximum 

transmission at 1500 nm) is placed in front of the detector array. The detector is connected 
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to a PC and the data are analyzed with the commercially available Software LabView. The 

electrode is aligned in such a way that its length (approximately 1 cm) fills nearly the whole 

length of the detector array (typically 90 pixels) and the measured intensity corresponds to 

the center axis of the electrode. 

 

 

For the calculation of the temperature according to equation (A-1), the emissivity of the 

electrode has to be known. This is defined by the surface material and structure. 

Unfortunately, the emissivity varies with the surface temperature and the emission 

wavelength. Commonly, a constant emissivity is assumed for a small temperature and 

wavelength range. Corresponding values can be found tabulated for certain materials and 

temperatures. In contrast to other materials, alkali earth oxides show a huge variation of the 

emissivity according to the temperature. In addition, the emissivity is affected by the 

impurity of the surface and disposal of barium and tungsten. Therefore, the emissivity of 

the emitter material varies over a wide temperature range and during lifetime. To overcome 

this problem, a special calibration method is applied. 

For every measurement, the electrode is first aligned. In the second step, the electrode is 

heated up by several DC currents (also called heat currents) while the lamp is off and the 

intensities of the detector array are stored (see Figure A-2a). By the simultaneous 

measurement of the electrode resistance, for each pixel the stored intensities can be 

assigned to a certain temperature (see Section 3.1 for details), as illustrated in Figure A-2b. 

For the measurement of the hot-spot temperature during operation, for each pixel the actual 

intensity is used to interpolate the temperature from the intensity – temperature calibration 

for the corresponding pixel (see Figure A-2b). Finally, an intensity profile (red curve in 

 
Figure A-1:  Basic configuration of the spatially resolved electrode temperature measuring system.  
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Figure A-2a) can be transferred into the desired temperature profile (Figure A-2c). 

Temperatures below 950 K are clipped, as the detected intensities are too low. 

This method allows determining electrode temperatures for nearly every type of electrode 

and electrode material. Accuracy is determined by the calibration, whereas the 

determination of the averaged electrode temperature from the ratio of the hot-to-cold 

resistance produces an essential error of about 1.7% (see Appendix B.4). To ensure the 

correctness of the calibration during several measurements, a second calibration is carried 

out afterwards and compared with the first one. 

 

A.2 Cathode fall estimation with the band method 

The cathode fall voltage is a significant parameter characterizing electrode operation. It 

depends on the formed hot-spot, the resulting effective work function, the discharge 

current, the buffer gas and the amount of mercury vapor, and it directly determines the 

plasma in the electrode region. Electrons emitted at the hot-spot gain energy in the order of 

the cathode fall voltage while passing the cathode sheath. Therefore, the electron energy 

distribution strongly depends on the cathode fall voltage, which again affects electrode 

 
Figure A-2: Calibration of the online electrode temperature measuring system and calculation of the hot-spot 

temperature during operation. 

a) measured intensity of the heated electrode for certain temperatures (calibration measurements) and 

intensity of the hot-spot during operation (red curve), 

b) intensity – temperature dependence used for the calibration of pixel 43 and interpolation of the local 

hot-spot temperature (red),  

c) calculated temperature profile of the hot-spot 
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operation (discussed in detail in Section 2.1). For optimal electrode operation, the cathode 

fall voltage has to be below a certain level (typically 15 V) to prevent electrode erosion due 

to sputtering (discussed in detail in Section 2.3.1). Thus, measuring the cathode fall voltage 

provides essential information about electrode operation and plasma conditions. 

For the determination of the cathode fall voltage, several methods exist. The most direct 

methods are the measurement of the plasma potential with an internal probe [CHEN and 

LABORATORY 1964] and the use of a movable electrode [ARNDT 1976; MISONO 1992]. Both 

methods allow the determination of the potential along the discharge and, with some 

limitations, the determination of the cathode fall voltage. However, they cannot be applied 

to commercial lamps, as specially constructed lamps have to be used. Of non-invasive 

methods, actinometry can be used to determine if the cathode fall voltage exceeds certain 

thresholds by observing certain emission lines of Argon [HADRATH et al. 2007]. 

Information that is more detailed can be obtained with the popular band diagnostic method 

[HAMMER 1989, 1995; NACHTRIEB et al. 2005]. As this method can be applied on 

commercial lamps, it has been established as a standard approach in the lamp industry. 

Therefore, it is used in this work. 

Band diagnostic method 

The band diagnostic method, illustrated in Figure A-3, is based on placing metallic foil 

around the outer surface of the glass tube in the electrode region and measuring the 

potential between the electrode and foil. The metallic foil is capacitively coupled to the 

inner wall sheath. Therefore, the method can only be applied to AC-driven lamps. The 

simplicity of the setup is accompanied by several limitations on the interpretation of the 

measured potential. 

 

 
Figure A-3: Experimental setup for the band diagnostic method. Metallic foil is placed around the outer surface of the 

glass tube and the potential difference between the electrode and foil is measured. 

 

Although the measured signal is related to the cathode fall voltage, it involves effects of the 

discharge (e.g. the plasma-wall sheath at the inner surface) and effects of the external 

measurement circuit. The capacitive AC coupling suppresses the constant component of the 

potential difference and leads to an unknown shift of the signal. An attempt to overcome 
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this issue has been made by Nachtrieb et al. [2005] with additional diagnostics and 

modeling. The potential difference between the inner wall sheath and the boundary between 

bulk plasma and electrode sheath produces an additional unknown shift. Nevertheless, Rich 

Garner [2008c] significantly improved the understanding of the method and interpretation 

of the signals. 

Lumped parameter model 

For a detailed understanding of this method, an equivalent circuit representation of the band 

diagnostic method (Figure A-4, right), deduced from the cross section of the electrode 

region (Figure A-4, left), can be used. The measured quantity is the voltage  tU  between 

the electrode post and the capacitively coupled band. The voltage is the sum of the 

electrode sheath potential  tVCF  (the quantity of interest), the potential difference between 

the electrode sheath–plasma boundary and inner wall sheath–plasma boundary  tVP , the 

potential drop through the inner wall sheath  tVW  and the potential across the glass (of 

the formed capacitor bC  between the inner wall sheath and outer band probe). To measure 

the voltage, a probe connected to the band probe and the oscilloscope is used. This external 

circuit has to be considered and it is specified by the resistance 0R  and the capacitance 0C . 

As the oscilloscope is connected to the ground, the measure post is also connected to the 

ground. 

 

 
Figure A-4: Cross section of the lamp in the electrode region by the application of the band method (left) and lumped 

parameter model of the method (right). 

 

For an absolute determination of the cathode fall voltage, additional knowledge of the 

different sheathes, either through modeling or through other diagnostics, is necessary. The 

plasma potential drop  tVP  is related to the ambipolar potential drop from the hot-spot 

(the cathode fall sheath) to the inner wall sheath. This depends on the radial plasma density 

profile and the electron temperature in the bulk plasma, which both vary over time for AC 

operation. The inner wall sheath is determined by the ion, electron and sheath displacement 

currents, and this can be expressed in terms of a nonlinear sheath capacitance [GARNER 

2008c]. 



 

Appendix A - Experimental methods in detail 

 

98 

 

However, the lack of knowledge of the temporal-dependent plasma potential drop  tVP  

and inner wall sheath potential drop  tVW  does not allow an accurate quantitative 

determination of the cathode fall voltage, the method suitable for a good estimation. The 

time response is essentially determined by the cathode fall sheath and, in contrast to an 

internal probe, it is generally much faster [GARNER 2008c]. 

Setup 

For the measurements in this work, the setup shown in Figure A-3 is used. The applied 

band probe consists of a 0.15 mm thick and 24 mm wide copper foil. The band is wound 

completely around the outer surface of the glass tube and is centered on the electrode. It is 

then connected to the voltage probe LeCroy PP005 (voltage divider 10:1, 10MOhm, 11pF), 

which is connected to the digital storage oscilloscope LeCroy WavePro 7300. To prevent 

the coupling of stray radiation, the ground of the voltage probe is directly connected to the 

grounded electrode post. The other electrode post is connected to the current-controlled 

power supply. During starting the lamp, the electrode is preheated by a DC current. To do 

so, the preheating switch (see Figure A-3) is closed. After lamp ignition, the switch is 

opened to ensure that the discharge current goes through the non-grounded post and that 

there is no current through the grounded/measure post. Therefore, the voltage drop of the 

ohmic resistance of the electrode can be eliminated in the measure circuit. For 

measurement, the signal is averaged 100 times, whereas the oscilloscope is triggered by the 

zero crossing of the discharge current. In Figure A-5b, a typical signal is given (green 

curve). 

Calibration of the external circuit 

The formed capacitor bC  between the inner wall sheath and outer band probe and the 

voltage probe (with the resistance 0R  and the capacitance 0C ) represents a capacitive 

voltage divider with high pass characteristics. The measured voltage U(f)  is related to the 

inner wall potential  fVW  according to the transfer function: 
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The characteristic cutoff frequency is given by:  
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With a band capacitance of about pF100b C  (see the Appendix B.8 for details) and the 

values of the applied voltage probe pF110 C , MΩ100 R , the cutoff frequency is about 

Hz150cf . For frequencies smaller than the cutoff frequency, the measured voltage is 

significantly damped and 90° phase shifted. In contrast, for frequencies significantly higher 

than the cutoff frequency (such as the standard operation frequency of 25 kHz), the 
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measured voltage is proportional to the inner wall potential  tVW , whereas the proportional 

factor band1 c  is determined by the capacitive voltage divider: 
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With an estimated value of the band capacitance of about pF100b C  and the voltage 

probe capacitance of pF110 C , the proportional constant should be about 11.1band c . For 

the determination of the wall potential, the measured voltage has to be multiplied by this 

factor. This correction factor directly depends on the band capacitance, which relies on the 

wall thickness, the width of the band probe and the inner wall sheath. 

To increase the accuracy of the band method, especially for comparing different lamps and 

discharge conditions, a calibration method for the determination of the correction factor 

bandc  is applied. The basic idea is to move the band to the second electrode (to the other end 

of the fluorescent lamp) and compare the measured band voltage end-bandU  with the 

measured lamp voltage. The band coupling capacitance bC  at the second electrode is 

identical to that at the first electrode (electrode of interest). In the first approximation, the 

inner wall potential at the second electrode end -WV  can be assumed to be about the lamp 

voltage lampUV end -W . For this assumption, the correction factor bandc  can be calculated 

according to: 

 
endband

lamp

band




U

U
c . (A-5) 

In Figure A-5c, the measured band voltage at the second electrode end-bandU  (black curve) is 

given. The corresponding time-dependent correction factor bandc  is given in Figure A-5d 

(black curve). During the cathode phase, the relation endbandlamp UU  is almost constant, 

whereas in the anode phase, the ratio is in general greater and decreases over time. The 

fluctuations in the near zero crossing of the lamp voltage are caused by dividing through a 

measured, noisy voltage near to zero. 
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The error of the ratio during the anode phase results from not considering the potential 

difference between the second electrode and the wall potential at the second electrode 

end -WV . During the cathode phase of the second electrode (the anode phase of the electrode 

under investigation), this unconsidered potential difference is about 11 V. A good 

approximation to consider the potential difference is to assume the potential difference 

between the second electrode and the wall potential at the second electrode (during its 

cathode/anode phase), which is identical to the potential difference between the first 

electrode and the wall potential at the first electrode (during its cathode/anode phase): 
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This leads to the correction term in (A-5): 
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The corrected voltage  µstUU 20bandendband   is given in Figure A-5c (red curve). The 

corresponding time-dependent correction factor bandc  is given in Figure A-5d (red curve). In 

contrast to the simpler method, the corrected approach leads to a constant relation of about 

145.1band c  during almost the whole cathode and anode phase. To obtain the wall potential 

of the electrode under investigation  tVW , the band probe voltage bandU  is multiplied by 

this experimentally determined correction factor bandc . In addition, an offset correction is 

carried out by assuming the wall potential  tVW  to be zero after the anode phase (at t = 0). 

This offset correction is a simplification as there should be a small potential drop at the 

hot-spot of about V1  at the end of the anode phase. The exact value can be negative or 

positive depending on the discharge conditions [GARNER 2008c; WAYMOUTH 1971]. 

Therefore, the chosen approach should be adequate for the comparison of identical 

discharge conditions. 

The described calibration method is applied for every lamp, whereas the obtained 

correction factors bandc  vary in a small range of about 5%. 
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Figure A-5:  Typical signals and calibration of the external circuit by the application of the band method. 

a)  Current of a lamp driven by the standard rms current of 320 mA at 25 kHz,  

b)  Signal of the band probe (Uband - green), offset corrected signal of (Uband, offset corrected - black) and scaled 

and offset corrected signal (Uband, scaled&offset corrected - red);  

c)  Lamp voltage (Ulamp - green), band probe signal by moving the band to the end of the lamp to the 

second electrode (Uband-end - black) and the band probe signal at the second electrode minus the one 

half period shifted band probe signal of the first electrode Uband-end - Uband(t-20µs) (red); 

d)  Calibration factor of the external circuit determined by dividing the lamp voltage through 

Uband-end (black) and through Uband-end - Uband(t-20µs) (red). 
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A.3 Electron density measurement by microwave interferometry 

The propagation of high frequency electromagnetic waves through a plasma depends on its 

electron density. With microwave interferometry, this effect is used for the determination of 

the electron density. In general, the propagation through the plasma or the reflection of an 

electromagnetic wave is measured. In contrast to other methods, such as internal probe
17

 

measurements or the STARK broadening of the H  - line
18

, microwave interferometry is a 

non-invasive method and therefore best suited for application on commercial fluorescent 

lamps. 

A.3.1 Propagation of high frequency electromagnetic waves through non-

magnetized plasma 

The propagation of a plane electromagnetic wave is described by: 

    trkieEtrE 
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0, , (A-8) 

where E


 is the spatial- and temporal-dependent electric field vector, 0E


 the initial electric 

field vector, k


 the wave vector and   the angular frequency. All propagation 

characteristics are described by the frequency-dependent wave vector  k


. The 

interrelation of the wave vector and its frequency are described by the dispersion relation. 

The dispersion relation of a plasma can be obtained by solving the MAXWELL equations and 

the equations of the motion of electrons in a plasma simultaneously [BITTENCOURT 2004; 

GOLDSTON and RUTHERFORD 1995; RAIZER 1991]. Therefore, here only the result and 

interpretation, necessary for microwave interferometry in non-magnetized plasmas, are 

presented. 

For homogeneous, non-magnetized plasma, the dispersion relation of a plane 

electromagnetic wave is given by: 
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17

  For internal probe measurements, a thin electric conductor is inserted into the active plasma and its voltage 

current characteristic is measured [CHEN and LABORATORY 1964; MOTT-SMITH and LANGMUIR 1926]. 

This method requires a modification of the discharge by inserting an internal probe, which also disturbs the 

discharge itself. 
18

  To determine electron densities by broadening of Hβ - lines [TORRES et al. 2007], the STARK broadening 

due to the electric fields, depending on the electron density, is measured. This method can be applied for 

electron densities above 10
20

 m
-3

 and it needs the presence of hydrogen. For application in fluorescent 

lamps, hydrogen has to be added to the gas filling. 
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rearranged to the wave number k : 
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Here, c  is the speed of light, m  is the effective electron collision frequency for momentum 

transfer and p  is the plasma frequency introduced by [TONKS and LANGMUIR 1929]: 

 
e

e
p

m

ne

0

2


  , (A-11) 

with e  as the electron charge, en  the electron density, 0  the vacuum permittivity and em  

the electron mass. 

In contrast to standard problems, the wave number k  of plasmas (A-10) is a complex 

number. Whereas the real part of the wave number k  describes the spatial-dependent phase 

of the wave (see equation (A-8)), the imaginary part describes the spatial-dependent 

damping of the amplitude. The square root term in equation (A-10) can also be interpreted 

as the relative permittivity r , which is also a complex number. Important to remark is the 

fact that the relative permittivity of plasma for high frequency electromagnetic waves is less 

than one
19

. Instead of the smaller wavelength in normal dielectrics, the wavelength of high 

frequency electromagnetic waves in plasmas increases. 

The collision frequency for momentum transfer m  in equation (A-10) describes the 

average collision rate of an electron with an atom or ion leading to momentum transfer. 

Thus, these collisions cause energy transfer from electrons to atoms or ions. Finally, this 

leads to the absorption of the electromagnetic wave and is responsible for the imaginary 

component of the wave vector (A-10). The magnitude of this effect depends on the ratio of 

collision frequency m  and on the angular frequency of the electromagnetic field  . For 

the plasma conditions investigated in this work, the collision frequency is much smaller 

than the angular frequency  m  (see Appendix B.5), which simplifies equation (A-10) 

significantly to: 
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c
k  . (A-12) 

                                                 
19

  In contrast to atoms and molecules where all electrons are bounded, in plasmas there exist free electrons. 

By movement without collisions, these electrons oscillate in phase with the electric field. They shift away 

from the center of the equilibrium against the direction of the electric force. As they have a negative 

charge, they induce a negative polarizability, leading to εr < 1. In contrast, bounded electrons feel an elastic 

restoring force in response to displacement. Therefore, the displacement is directed against the electric 

field, forcing a positive polarizability εr > 1 [RAIZER 1991]. 
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The resulting dispersion relation is illustrated in Figure A-6. The term below the square root 

can be positive or negative. If the angular frequency is greater than the plasma frequency 

p  , the term is positive and the wave vector is real, indicating the normal propagation 

of an electromagnetic wave. For an angular frequency lower than the plasma frequency 

p  , the term is negative and the wave vector is imaginary. An electromagnetic wave 

will be reflected, whereas the amplitude is exponentially damped in the plasma and there 

will be no propagation. 

 

 

For the critical point p  , the critical electron density (also called the cutoff density) 

can be derived as: 
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This also allows reformulating equation (A-12) into a more practicable form: 
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For the experimental determination of the electron densities, two different approaches are 

possible. Reflectometry can be applied for electron densities higher than the critical density 

ce nn  . The electromagnetic wave is reflected at the position where ce nn   and the 

reflection is detected. By the variation of the frequency of the electromagnetic wave 

 
Figure A-6: Dispersion relation of high frequency electromagnetic waves in non-magnetized plasmas. 
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(equivalent to a variation of the critical density cn ), spatial electron density profiles can be 

obtained. This method is typically used for high temperature and fusion plasmas. 

For electron densities smaller than the critical density ce nn  , interferometry can be 

applied. An electromagnetic wave propagates through a plasma, whereas its phase is 

shifted. From the phase difference   of the shifted phase and the phase because of the 

absence of the plasma, the electron density can be calculated. This method is applicable for 

low temperature plasmas and thus it is used in this work. The phase difference   

produced by a plasma can be derived from equations (A-8) and (A-14): 
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Hence, the phase difference depends on the integral electron density. Thus, only an integral 

density can be determined. By assuming an electron density much smaller than the critical 

density ce nn  , the integral in equation (A-15) can be simplified by the TAYLOR 

expansion. This allows the determination of a path-averaged electron density: 
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, (A-16) 

where l  is the length of the path or the length of the plasma
20

. 

The limitation of measuring only a path-averaged electron density can be overcome if the 

electron density profile along the path is known or can be assumed (see Appendix B.6). 

Choosing a proper frequency 

To design the microwave interferometry setup, the operation frequency should be chosen 

with special diligence. In general, the chosen frequency has to be higher than the angular 

plasma frequency or in other words, the electron density has to be lower than the 

corresponding critical density ce nn  . According to equation (A-12), the change in the 

wave vector, and therefore the measured phase difference  , is higher for lower 

frequencies (see Figure 6-7). Thus, lower frequencies increase the detection limit (the 

minimal detectable electron density) and decrease the noise. However, if the chosen 

frequency is too low, the TAYLOR expansion of equation (A-15) is not possible and the 

linear dependency of the measured phase difference and electron density will be lost. As a 

good estimation, the chosen frequency should be one order of magnitude higher than the 

plasma frequency. 

 

                                                 
20

  The described path-averaged electron density 〈ne〉path corresponds to an observed plasma with a constant 

density ne along its length l. 
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Although higher frequencies decrease the change in the wave vector (by limiting the 

maximum detectable electron density), they are often sought as the wavelength decreases. 

Typically, a focused beam is used for microwave interferometry. With a good forming of 

the beam, a focus diameter of twice the wavelength can be achieved. Thus, the spatial 

resolution is limited to twice the wavelength. In particular, for small plasmas or plasmas 

with strong electron density gradients, high frequencies with small wavelengths are sought.  

A more practical aspect is the availability of oscillators, amplifiers and detectors. Whereas a 

frequency range up to 50 GHz ( mm6 ) is commercially available
21

 with quite good 

phase detection limits, the range between 200 GHz and 2 THz is only available with 

considerable difficulties. For frequencies above 2 THz, laser-based THz systems are 

available, which offer only moderate phase detection limits. 

                                                 
21

  A Vector Network Analyzer such as the ZVA50 from Rohde & Schwarz operates up to 50 GHz and 

reaches a phase accuracy of about 0.03 degrees [ANDRASCH et al. 2014; EHLBECK et al. 2011]. 

 
Figure 6-7: Dependence of the measured phase difference Δφ on the path-averaged electron density 〈ne〉path and the 

operation frequency of the applied interferometer. The black line indicates the critical density nc. For a 

fixed frequency, only electron densities to the left-hand side of the line can be detected. Similarly, to 

measure a certain density, a frequency above the line has to be used. By following the gray lines from the 

crossing point of a certain electron density and a frequency (wavelength) to the top of the diagram, the 

corresponding phase difference Δφ, normalized to a one meter path (plasma) length, can be obtained. The 

dashed line indicates the typical detection limit of 0.1 degrees for a path length of 1 cm (typical for this 

work). 
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In conclusion, the microwave frequency has to be chosen according to the investigated 

plasma by taking into account the minima and maxima electron density, the needed spatial 

resolution and the availability of the microwave components. 

A.3.2 Interferometer setup 

For the application of microwave interferometry on fluorescent lamps, the used wavelength 

should be significantly lower than the lamp diameter of about 25.4 mm. By taking into 

account the other important aspects
22

, a customized 150 GHz system from Millitech Inc. is 

chosen. 

The interferometer (see Figure A-8) operates as a heterodyne detector, whereas the 

operation frequency GHz150HF f  is mixed with a second frequency GHz1.150LO f  of 

a local oscillator to an intermediate frequency MHz100ZF f  used for phase detection. 

This commonly used technique transfers high frequency signals to lower frequencies where 

they can be analyzed more accurately. 

The operation frequency HFf  is generated by frequency doubling the signal of a 75 GHz  

stabilized gun diode. By using a directional coupler, the signal is split into two, one for a 

reference path and the other for a test path. All components are connected by rectangular 

waveguides operating in the single mode regime at the H10 mode, ensuring stable phase 

transition. A corrugated horn antenna is used to form a divergent Gaussian beam. The beam 

is focused via a dielectric lens made of REXOLITE. A second pair of lenses and a corrugated 

horn antenna are used for detection. The fluorescent lamp is placed between both lenses (as 

illustrated in Figure A-8) in the focused beam with a minimum beam waist of about 4 mm, 

which is approx. twice the wavelength. 

The detected signal is mixed by using a second harmonic mixer with the signal of a second 

stabilized gun diode operating at GHz05.75LO f  to the intermediate frequency 

MHz100ZF f : 

 
LOHFZF 2 fff  . (A-17) 

The intermediate test signal is connected by a coaxial cable. In principle, the sum frequency 

of 300.1 GHz is also present in the test signal. As this high frequency component is damped 

by the coaxial cable, a low pass filter is not required (indeed, the cable is used as a low pass 

filter). For the phase analysis, a second signal at the intermediate frequency is needed. This 

reference signal is generated by mixing the signal of the reference path with that of the 

second gun diode. 

 

                                                 
22

  The most important aspects are the availability of microwave components at the desired frequency and an 

adequate temporal resolution (about 1 µs) by simultaneously achieving a sufficient phase detection limit 

(better than 0.5 deg). 

http://dict.leo.org/ende/index_de.html#/search=stabilized&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/ende/index_de.html#/search=stabilized&searchLoc=0&resultOrder=basic&multiwordShowSingle=on


 

Appendix A - Experimental methods in detail 

 

108 

 

 

A special advanced analysis system is used to determine the phase. A comparable 

heterodyne interferometer, such as that used by Greenberg and Hebner [1993], simply 

multiplies the test and reference signals. The resulting down-mixed signal contains the 

cosine of the phase differences as well as the amplitudes of both signals. By determining 

the phase from such a signal, additional phase noise occurs due to the amplitude noise of 

both signals and the nonlinear dependence on the phase. 

For the applied setup, additional noise is avoided by analyzing both signals separately. 

Therefore, the reference and test signals are sampled with a PC-AD card (Gage Cobra 

GS21G8) at 500 MS/s. For the analyses, self-written software based on LabView is used. 

The sampled signals are divided into separate blocks, and each block is analyzed separately 

as illustrated in Figure A-9. The typical block size is 128 samples (that corresponds to a 

duration of the block of 512 ns). In the first step, the actual intermediate frequency ZFf  is 

determined by using the BUNEMAN frequency estimation [DWIVEDI and SINGH 2010; 

NATIONAL 2012]. In a second step, a sine function with the amplitude A and a cosine 

function with the amplitude B of the determined frequency is fitted on both signals via the 

linear fitting algorithm provided by LabView: 

      tfBtfAtU  ZFZF 2cos2sin  . (A-18) 

 
Figure A-8: Configuration of the 150 GHz heterodyne microwave interferometer: The 150 GHz signal is generated by 

frequency doubling a 75 GHz stabilized gun diode. For the phase analyses, a second stabilized gun diode 

generates 75.05 GHz used to mix down the signals to 100 MHz with a second harmonic mixer. 
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The phase of the signals can be obtained by: 

  AB,atan2signal  . (A-19) 

This algorithm is chosen, as it is significantly faster than fitting in a single step frequency, 

amplitude and phase. 

 

 

Finally, the phase is obtained by simply subtracting the phase of the reference signal from 

that of the test signal: 

 signal referencesignaltest -  . (A-20) 

The algorithm is applied to each block, with one phase point generated for each, 

representing the averaged phase of the block. Hence, the temporal resolution is limited by 

the block size, while a block should contain several periods of the intermediate signals. In 

this way, an effective temporal resolution of 50 ns (block size of 25) can be obtained. In 

general, a higher temporal resolution (smaller block size) yields a higher phase noise. With 

a typical block size of 128 points (256 ns), a single shot phase resolution of 0.2 degrees can 

be realized. 

 
Figure A-9:  Numerical method for the phase detection of the sampled reference and test signals. The signals are 

divided into separate blocks. For each block, the actual frequency is determined by using the BUNEMAN 

frequency estimation. 
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Characterizing the interferometer 

As microwave interferometry is an integral measurement along the observed path, it is 

essential to know the exact path. This could be done by characterizing the microwave 

beam. For application on fluorescent lamps, spatial resolutions significantly smaller than 

the lamp diameter are required. Therefore, a focused microwave beam is used with a focus 

diameter of the order of the wavelength. Such a beam can be described according to the 

GAUSSIAN beam optic, which is a solution of the paraxial HELMHOTZ equation. Here, only a 

basic description will be given, as the GAUSSIAN beam optic is discussed in several 

textbooks in detail [HODGSON and WEBER 1992]. The electric field of such a beam 

propagating in the z direction is given by: 
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Here, 0w  is the waist radius in the focus,  zw  is the waist radius locale, k  is the wave 

number,  zR  is the radius of the curvature of the beam’s wave fronts and  z  is the GOUY 

phase shift. 

To generate such a beam, corrugated feed horn antennas in combination with dielectric 

lenses are used. However, corrugated feed horn antennas do not produce an ideal beam 

[QIN and GUO 1998; SINGAL et al. 2005; WYLDE and MARTIN 1993]. In addition, 

misalignment leads to the deformation of the ideal beam. Such a deformed beam can be 

decomposed into a superposition of the HERMITE-GAUSSIAN beam modes [MARTIN and 

BOWEN 1993; WYLDE 1984]: 
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, (A-22) 

where mnA  is the relative amplitude of designated the TEMmn mode, with m and n being the 

horizontal and vertical orders (x and y direction), and kH  is the k
th

 physicist’s HERMITE 

polynomial. 

For the characterization of the focused beam of the interferometer, a metallic aperture with 

a diameter of 2 mm is driven through the beam and the amplitude of the reference and test 

signals is measured. The ratio of these signals directly depends on the transmission and 

allows determining the beam profile. After the adjustment of the antennas, the determined 

beam profile in focus is given in Figure A-10. The beam waist and the occurring modes are 

obtained from the profiles in the x and y directions by fitting equation (A-22) with MatLab 

to the measured profiles. In both directions, the fundamental H0 mode dominates. The 

amplitudes of the next highest modes are about one order of magnitude smaller. The beam 

in the y direction (FWHM of 4.1 mm) is a bit wider than that in the x direction (FWHM of 

3.82 mm). This could be caused by the misalignment of the antennas or the corrugated feed 

horn antennas themselves, which might not produce a perfectly cylindrical symmetric 
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beam
23

. However, even though the produced beam is a bit deformed, the fundamental mode 

dominates. The achieved beam diameter of about 4 mm (FWHM) is significantly smaller 

than the lamp diameter and thus it is suitable for measurements of fluorescent lamps. 

 

 

For the applied interferometer, accuracy is limited due to the statistical error of the 

measurement. As the electron density deviates from the phase shift due to the plasma, the 

effective phase error has to be quantified. The phase error depends on the phase noise of the 

analog interferometer setup and the additional phase noise produced by phase detection. 

The analog phase noise is caused by the time domain instabilities (jitter) of the 

interferometer. The analyzed signals are the mixed signals of two not ideal oscillators 

(stabilized gun diodes). Both have phase noise, which may be different. In addition, phase 

noise is added due to mechanical instabilities and vibrations, which lead to tiny fluctuations 

of the path lengths. Typically, mechanical vibrations are at the millisecond timescale. 

Therefore, at the microsecond timescale, the phase noise of the oscillators dominates. In 

Figure A-11 (left), the spectrum of the test signal is given. The bandwidth is about 1 MHz, 

which corresponds to a Q factor of about 
4105.7   for an oscillator operating at 75 GHz. 

The phase noise depends on the sideband power. At an offset frequency of 5 MHz from the 

carrier, the relative sideband power is about -96 dB at a normalized detection bandwidth of 

1 Hz
24

. 

                                                 
23

  The corrugated feed horn antennas have to transform a rectangular wave-guide mode into a GAUSSIAN 

beam. Of course, the transformation of real antennas is not ideal, meaning that a perfectly cylindrical 

symmetric beam cannot be achieved. 
24

  The power of the carrier is -36 dBm and the sideband power at an offset frequency of 5 MHz from the 

carrier is about -96 dBm at a 5 kHz resolution bandwidth and -132 dBm at a resolution bandwidth of 1 Hz. 

Accordingly, the sideband power at an offset frequency of 5 MHz is 96 dB smaller than the power of the 

carrier. 

 
Figure A-10:  Focused GAUSSIAN beam. (left) Two-dimensional measurement of the interferometer beam in focus. 

(right) Beam profile in the x direction at y=0 and profile in the y direction at x=0. The determined profiles 

are the superposition of the HERMITE-GAUSSIAN beam modes, while the fundamental H0 mode dominates. 
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The effective statistical phase error including the analog error and phase detection error is 

given in Figure A-11 (right) for different block sizes (length in the samples of the analyzed 

sequences). The phase detection error is caused by sampling the analog signals, leading to 

quantization noise and the error of the phase detection algorithm. By increasing the block 

size, the phase error decreases but the computation time increases. At the used sampling 

frequency of 500 MHz, a block size of 32 samples corresponds to a block length of 64 ns, 

which is the maximum temporal resolution. However, the statistical phase noise is in the 

region of about 0.2 degrees and it decreases only a small amount by significantly increasing 

the block size. As a good compromise between calculation times, temporal resolution and 

noise, a standard block size of 64 samples (temporal resolution of 128 ns) is chosen. In 

general, in this work periodic electron densities are measured. Thus, the phase error can be 

reduced by averaging several measurements, while the statistical phase noise will be 

reduced by the square root of the number of averages. 

  

 
Figure A-11:  Noise of an interferometry measurement. (left) Spectrum of the down-mixed test signal measured by a 

spectrum analyzer with a spectral resolution of 5 kHz. (right) Statistical error of phase measurement and 

calculation time per single point for different block sizes (length of the analyzed sequences). 



 

Electron density measurement by microwave interferometry 

 

113 

 

Application of microwave interferometry on fluorescent lamps 

The typical inner diameter of the investigated T8 fluorescent lamps is about 25.4 mm. By 

assuming a constant electron density across the whole diameter, the path-averaged electron 

density 
pathen  can be calculated from the measured phase shift   according to equation 

(A-16): 

 317317
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The given error is the statistical error for a single measurement (0.2 degrees). For an 

electron density measurement, the phase difference between the plasma on and off has to be 

determined. In practice, the time between the reference measurement and electron density 

determination should be as short as possible as long as time phase drifts occur. To avoid 

such problems, the lamp is switched off during measurement. The electrical setup is given 

in Figure A-12. An IGBT
9
-shorting circuit is placed parallel to the lamp. At the zero 

crossing of the lamp current (t = 0 ms), a trigger pulse activates the IGBT-shorting circuit. 

The current is bypassed and the lamp voltage collapses; then, the lamp is switched off. 

After a few milliseconds (typically 5 ms), the shorting circuit is deactivated, the lamp 

voltage builds up and the lamp is switched on again. This so-called blanking is only a short 

interruption of the normal lamp operation. To prevent the used power supply from damage, 

a resistor is placed in line with the lamp. The chosen resistance of 220  corresponds to 

typical lamp resistances. 

 

 

In Figure A-13, a typical measurement with the interferometer at the electrode region (red) 

and the positive column (blue) is given. The lamp is switched off at t = 0 ms with the 

IGBT-shorting circuit, whereas a small current of approximately 10 mA still appears during 

the first 100 µs. The cathode fall decreases immediately after the shut off and high 

energetic electrons (so-called beam electrons) are no longer present in the electrode region. 

The remaining electrons relax in a 100 µs timescale due to ambipolar diffusion. Thus, the 

 
Figure A-12: Electrical setup for measuring the electron densities of a fluorescent lamp with microwave interferometry. 



 

Appendix A - Experimental methods in detail 

 

114 

 

phase at 5 ms can be used as a reference for the lamp being off. In addition, the diffusion 

constant, characterizing the buffer gas and pressure, can be deduced from the decay. The 

electron densities both in the positive column and in the electrode region are significantly 

higher than the detection limit. 

 

 

  

 
Figure A-13:  Typical measurement with the interferometer at the electrode region (red) and the positive column (blue) 

of a fluorescent lamp. The lamp is switched off at t = 0 ms. 
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A.4 Determination of absolute particle densities by using LIF 

If an ensemble of similar atomic particles (such as metal vapors) is illuminated by white 

light, Rayleigh scattering is observable. In addition, there is another wavelength in which 

selective and more intensive scattering is present (so-called fluorescence). In the first 

approximation, wavelength-selected fluorescence can be interpreted as the absorption of a 

photon followed by the re-emission of another. During this, the atom changes from a 

starting energy level to a second and finally a third one. The wavelengths involved depend 

on the energy differences of the corresponding levels. 

If a laser is used instead of white light, the method is called LIF. The wavelength is 

adjusted to the excitation wavelength. In contrast to white light excitation, only one energy 

level is excited. Therefore, the resulting fluorescent light corresponds only to this level. 

After excitation by short laser pulses, fluorescent radiation decays exponentially due to 

spontaneous emission. This depends on the fact that isolated atoms stay at an excited 

energetic level for a typical time before they decay spontaneously by emitting a photon. 

The length of stay is statistically distributed. The mean value of this distribution is called 

the natural lifetime or radiation lifetime. The lifetime of species varies in a wide range, 

although a typical value for atoms is 10 ns for transitions in the visible range. 

In general, the intensity of fluorescent radiation is directly proportional to the particle 

density in the excitation volume, but for higher laser intensity, this is affected by saturation 

effects. For the determination of absolute particle densities, a suitable calibration and 

knowledge of the spectroscopic data of the involved transitions are needed. In Figure A-14, 

the typical setup for a LIF experiment is given. The spatial resolution depends on the 

dimension of the laser pulse, whereas the temporal resolution is limited by the pulse 

duration and relaxation time of the excited state. 

 

 
Figure A-14:  Schematic setup for the LIF experiments 

 

The theoretical fundamentals of LIF spectroscopy are discussed in detail in several 

textbooks such as [DEMTRÖDER 2007] as well as in a few theses such as [KRAMES 2000; 
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NIEMI 2003; SCHNABEL 1999]. Therefore, a summary of the fundamentals of LIF is 

presented including all the relevant parts necessary for this work. 

In general, the radiation theory of EINSTEIN is used, which is a phenomenological theory 

[NIEMI 2003]. This theory can be deduced from density matrix formalism in the 

approximation of the optical BLOCH equations by the use of an explicit formulation of the 

optical excitation cross sections [NIEMI 2003]. 

The validity of this theory is limited by the suppression of coherence effects such as RABI 

oscillations by phase-degrading mechanisms such as spontaneous emissions, elastic 

collisions, photoionization and broadband excitation. For the experiments realized in this 

work, the excitation bandwidth L  of the used laser system is higher than the 

corresponding RABI frequency R
25

. Thus, broadband excitation (in comparison to the 

RABI frequency) is the dominant phase-degrading mechanism for [NIEMI 2003] and the 

theory can be applied. 

A.4.1 Rate equation model 

Consider an atom with a simplified three-level diagram (such as that in Figure A-15), where 

1  is the ground state (or a thermally populated metastable level) with energy E1. The laser-

excited state should be 2  with energy E2 and 3  is the state with energy E3 populated 

from the upper state by emitting a fluorescent photon. The third level should be assumed to 

be a metastable level. Eion is the ionization energy. 

If the energy of the laser photons is equal to the energy difference of 1  and 2  (

1212L EE   hh ), these photons can induce a transition between these levels. The 

corresponding processes are called induced absorption and induced emission. The 

probabilities per second for such a process are the so-called rate coefficients. The induced 

excitation rate 12R  is connected to the induced emission rate 21R  by the statistical weights 

1g  and 2g  and they depend on the EINSTEIN transition probability 21B  for induced emission 

as well as on the local spectral energy density ),( tr  produced by the excitation laser:  

 ),(BR
g

g
R 2112

2

1
21 tr . (A-24) 

 

                                                 
25

  The RABI frequency depends on the intensity of the excitation radiation I and the excitation  

cross-section σ: (π
2
/3) νR

2
 = σ (I/hν). 
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Figure A-15: Three-level energy diagram with rate coefficients. The ground state |1〉 of energy E1, the excited state |〉 of 

energy E2 and a metastable state |3〉 of energy E3 are marked. The following possible processes are 

symbolized by arrows: induced absorption R12, induced emission R21, spontaneous emission A21 and A23, 

collision depopulation Q2 and ionization Γion. 

 

The EINSTEIN transition probability for induced emission 21B  is directly connected to the 

EINSTEIN transition probability for spontaneous emission 21A  (the probability per second 

for a spontaneous emission by transition from 2  to 1 ): 

 213

21

3

21 A
8

B 



 h

c
. (A-25) 

The local spectral energy density ),( tr  produced by the excitation laser can be calculated 

from the laser intensity ),( trI  in 
2mW : 

 
c

trI
gtr

),(
)(),(   , (A-26) 

where the spectral line profile of excitation )( 21L  g  is the convolution of the 

absorption profile of the transition )( 2112  g  with the spectral profile of the laser 

)( LL  g : 

 
     d)( L12L12 ggggg   . (A-27) 

In the first approximation, the absorption profile is a convolution of the profile of the 

natural line width (a LORENTZ profile) with the homogeneous DOPPLER profile (GAUSSIAN 

profile). For the conditions relevant to this work, DOPPLER broadening can be assumed to 

be the dominant effect. Therefore, the absorption profile is in general the GAUSSIAN-shaped 

DOPPLER profile with the line width     mkTc 2ln821D   . By assuming a 
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GAUSSIAN-shaped spectral profile of the laser with a line width L , the resulting spectral 

line profile of excitation is also a GAUSSIAN profile with the line width 
2

L

2

DEx   . The resulting line profile of excitation )( 21L  g  can be 

calculated as follows: 
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Sometimes, it is useful to introduce the excitation cross section LIF : 
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which allows formulating the induced excitation rate 12R  more comprehensibly: 
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The EINSTEIN transition probability 23A  depends on the observed transition from 2  to 3

, which emits the measured fluorescent radiation. Furthermore, the natural lifetime of an 

excited state can be derived by the sum of the EINSTEIN transition probability: 
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The photoionization rate ion  is proportional to the photoionization cross section i  and the 

laser intensity: 
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where eE  is the average photo electron energy. The ionization cross section increases by 

increasing the main quantum number of the bonded state and decreases by increasing the 

photoelectron energy [NIEMI 2003]. In general, photoionization has a non-resonant 

character (except in the spectral near of auto-ionizing states) and is negligible, meaning 

ion2112 R,R   [SCHNABEL 1999]. 

The collision depopulation rate 2Q  describes the radiation less the depopulation of the 

excited state 2  induced by collision. In the normal case of a two-species collision, a 

phenomenological formula is found: 

  
q

qq nk ,22Q , (A-33) 
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where qn  is the density of the collision partner and qk ,2  is the corresponding collision 

depopulation coefficient. For normal conditions 223 QA  , collision depopulation is often 

neglected. By taking into account all these processes, a rate equation can be found for the 

population density in  of each level i . The complete set of these equations are the rate 

equations: 

 

22Q

2ionion

2233

2ion223212211122

2212211121

Q

)(

A

))(QAA()(R)(R

A)(R)(R

nn
dt

d

ntn
dt

d

nn
dt

d

ntntntn
dt

d

nntntn
dt

d











 (A-34) 

with the additional conditions: 
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The population densities ionn  and Qn  are auxiliary densities to satisfy particle conservation 

by summarizing species that are ionized or collisions depopulated into other levels. These 

auxiliary densities can also be used to consider additional levels. 

The additional conditions include the particle conservation as well as the starting condition. 

Before the laser starts its excitation, all atoms are in the ground state 1 . Time-dependent 

fluorescent radiation is the amount of spontaneous transition from excited level 2  to 3  

and, according to equation (A-34), it is directly proportional to the population of level 2 . 

The saturation parameter 

Owing to saturation effects, LIF can be divided into the regimes of weak excitation and 

intense excitation. For the typical laser powers applied, LIF experiments are somewhere 

between these regimes. To take this fact into account, [DEMTRÖDER 2007] introduced the 

saturation parameter, which is used in a few other works [HADRATH 2007; KRAMES 2000; 

SCHNABEL 1999]. 

The saturation parameter describes the static relation between the population densities of 

the pumped system of level 21   and it is defined as the ratio of the sum of the pump 

and relaxation rates: 
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The used branching ratio (also called the relative transition probability) 21b  is the 

probability that the transition 12   is used for a spontaneous emission and it is defined 

as follows:  
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Thus, the saturation parameter depends only on the laser intensity and branching ratio. It 

describes the static equilibrium of the population ratio of 1  and 2 , whereas the 

timescale for reaching the equilibrium (see equation (B-92)) is determined by the absolute 

transition probability. The spectral laser intensity yielding to a saturation parameter of 

1S  is called saturation laser intensity SI : 

 3

21

21

2

21

1

)(b

18





 















gc

h

gg

g
I S . (A-38) 

Owing to the 3
21  dependence, a transition with high excitation energy can be saturated only 

by relatively high laser energies.  

By replacing the term of laser intensity, the rate equations can be written as a function of 

the saturation parameter S, allowing a more general formulation. Figure A-16 shows the 

calculated temporal population of the excited upper level 2  for a barium atom for 

different saturation parameters. For excitation, a temporal square laser pulse with a duration 

of 10 ns is assumed. In the regime of intense excitation ( 1S  ), the static equilibrium of 

the population ratio of the pumped system 21   is reached with a time constant of 11   

while the pumped system is depopulated (transitions to other level) with a time constant of 

21  . After excitation, the density of the excited level 2  decays with a time constant of 

31  , the natural lifetime of this level. The corresponding population densities of the 

ground state and level 3  are given in Figure A-17. 
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Figure A-17:  Temporal dependence of the densities n1 of the ground state |1〉 and the fluorescent level |3〉 (n3) during 

and after excitation by a temporal square laser pulse for different saturation parameters S. For the 

calculation, the parameters of barium atoms are used and a laser pulse duration of 10 ns is assumed. 

 

A.4.2 Fluorescent radiation 

As fluorescent radiation is the amount of spontaneous transition from the excited level 2  

to 3 , it is directly proportional to the population of level 2  (equation (A-34)). Therefore, 

time-dependent fluorescent radiation is directly connected by the EINSTEIN factor 
23A  with 

the time-dependent population density given in Figure A-16: 

    tntn 223LIF A . (A-39) 

 
Figure A-16: Temporal dependence of the density n2 of the upper level |2〉 during and after excitation by a temporal 

rectangular laser pulse for different saturation parameters S. For the calculation, the parameters of barium 

atoms are used and a laser pulse duration of 10 ns is assumed. 
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Regime of weak excitation 

In the case of weak excitation and sufficiently short laser pulses, the induced emission, 

photoionization and lost population of the ground state can be neglected ( 0)(R21 t , 

0)(ion  t , 011 )0()( nntn  ), simplifying the rate equation system (A-34) to a single 

differential equation for the density in the excited state: 

 2223210122 )QAA()(R nntn
dt

d
 . (A-40) 

After introducing the unit step function  tH , the solution can be written as a convolution 

of the time-dependent excitation rate and the fluorescent answer [BRONSTEIN et al. 2001; 

DEMMIG and DEMMIG 1990; SCHNABEL 1999]: 
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The total number of fluorescent photons total
LIFN  emitted in a volume V  with the length of the 

laser beam l  can be calculated by the temporal and spatial integration of this solution by 

taking (A-34) into account: 
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 (A-42) 

The advantage of this regime is that the total number of fluorescent photons is linear to the 

total number of laser photons LN  and does not depend on their temporal distribution )(tI . 

As the total number of laser photons (the laser energy) can be measured more exactly, this 

is the ideal regime for the quantitative determination of the absolute ground state 

population. 
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Regime of intense excitation 

In the case of intense excitation and sufficiently short laser pulses 

22laser11 11   tTt , the pumped system of 1  and 2  is in equilibrium 

according to their statistical weights ( 1221 ggnn  ). By neglecting the lost in the pumped 

system during excitation, the population of the excited state after excitation can be 

calculated according to (B-92): 
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After excitation ( laserTt  ), the density decays exponentially (B-86) with the effective 

lifetime of the state effective 2, , meaning that the total number of fluorescent photons is given 

by: 
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In principal, the total number of fluorescent photons is independent of the laser energy and 

higher than the weak excitation. It is useful to introduce fluorescent efficacy as the ratio of 

the total number of emitted fluorescent photons and the total number of atoms in the initial 

number of atoms in the lower state before excitation: 
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This allows formulating (A-44) much simpler: 

 
0LIF0LIFLIF d NVnN

V

total     (A-46) 

However, the assumption made such as short laser pulses 22laser11 11   tTt  can be 

fulfilled in practical applications. The fact that there also exist spectral-, temporal- and 

spatial-dependent saturation [DAILY 1977] makes exact quantitative measurement more 

complicated. To solve this shortcoming, my own approach for the determination of 

corrected fluorescent efficacy corLIF,  is presented in Appendix A.5. 

Directional characteristic of fluorescence 

In the case of collision-less LIF, the anisotropic excitation of atomic transitions with a 

linear polarized laser leads to anisotropic-polarized fluorescent radiation. For quantitative 

measurements, this characteristic has to be taken into account [NIEMI 2003]. 



 

Appendix A - Experimental methods in detail 

 

124 

 

By excitation with linear-polarized laser radiation, according to the selection rule of 

possible transitions [DEMTRÖDER 2005], only transitions between states with the same 

magnetic quantum number can be excited (
21

mm  ). Therefore, the excited state has a 

defined population of magnetic states. Usually, this leads to the partial polarization of 

fluorescent radiation. By the spontaneous transition of the excited state, the change in the 

magnetic quantum number can be 1,0
32

mm . As a result, fluorescent radiation 

consists of  - polarized and  - polarized components.  - polarized radiation has the 

characteristic of an electric dipole swinging parallel to the polarization of the laser. 

 - polarized radiation has the characteristic of an electric dipole rotating on a plane 

perpendicular to the polarization of the laser. By introducing the observation angle   

between the polarization direction of the laser and the observation direction,  - polarized 

radiation has an intensity proportional to  2sin  and  - polarized radiation is proportional 

to  2cos1 . Total fluorescent intensity as a function of the observation angle can be 

formulated as the sum of the intensity of  - and  - polarized radiation: 

         22 cos1sin   III  (A-47) 

where 
I  and 

I  are the intensity of the  - and  - polarized radiation perpendicular to 

the laser polarization (  90 ). 

For further consideration, it is useful to define the degree of polarization as a function of 
I  

and 
I : 
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Finally, the directional characteristic [NIEMI 2003] of fluorescent radiation can be 

formulated as: 
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For an observation angle of  7.54  the directional characteristic and thus the intensity of 

fluorescent radiation is independent of the degree of polarization. Therefore, this angle is 

called the “magic angle” and it should be used if several different transitions are observed. 

If the experiment is focused on specific transitions, it is useful to choose the observation 

angle with the maximum intensity. 

For the calculation of the degree of polarization, the relative transition probabilities of the 

relevant transitions have to be taken into account. A detailed description is given in 

[FEOFILOV 1961; NIEMI 2003; SOBELMAN 1979]. Therefore, only a summary of the 

calculation by laser excitation from 1  to 2  and emission to 3  is given in table A-1 as a 

parameter of the total angular momentum quantum number 1J , 2J  and 3J  of the 

corresponding states. 
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Table A-1:  Degree of polarization of emitted fluorescent radiation by excitation from |1〉 to |2〉 with a linear polarized 

laser and spontaneous emission to |3〉 as a function of the total angular momentum quantum number J1, J2 

and J3 of the corresponding states [NIEMI 2003]. 

 

A.4.3 LIF experimental setup 

For the laser excitation of the interesting transitions, a powerful and tunable laser system is 

required. A pulsed dye laser [DEMTRÖDER 2007] in combination with a second harmonic 

generator (SHG) fulfill these requirements in the needed spectral range (300 nm – VIS). An 

Nd:YAG laser is used for the excitation of the dye laser. The used solid-state Nd:YAG laser 

QUANTA RAY PRO-230 (from SPECTRA PHYSICS) is pumped by flash-lamps. The laser 

produces a pulse at 1064 nm with an energy of approx. 1250 mJ. The repetition rate is 

10 Hz and it has a typical pulse length between 8 and 12 ns [SPECTRA-PHYSICS 1999]. 

Depending on the requirements of the used dye, either the second harmonic at 532 nm or 

the third harmonic at 355 nm produced by KDP
10

 crystals is used to pump the dye laser. 
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Figure A-18:  The experimental setup used for LIF experiments. The Nd:YAG pumped dye laser is frequency doubled 

by a second harmonic generator (SHG). A beam expander and a spatial filter optimize the laser beam 

profile. The laser excites the barium or barium ions in front of the electrode of a fluorescent lamp. 

Fluorescent radiation is imaged to a monochromator and detected by a photomultiplier (PMT). The laser 

intensity is monitored by two photo diodes. For adjustment, a red adjustment laser is used. 

 

As dye laser, the commercially available PRECISIONSCAN - D1800 (from SIRAH) [SIRAH-

GMBH 1998] is used. The resonator consists of two gratings (each with 1800 grooves/mm) 

in a LITTMANN configuration. The wavelength can be tuned depending on the chosen dye 

solution by the rotation of one of the gratings. The laser beam produced by the resonator is 

amplified by two amplifying stages and, depending on the needed wavelength, frequency 

doubled by a KDP crystal. The typical line width is 1.34 pm (value given for 350 nm, see 

Figure A-19). 

For the laser-induced excitation of the barium ions at a wavelength of 455.4 nm, 

Coumarin 460 (also known as Coumarin 1 or Coumarin 47) [EXCITON] in ethanol is used as 

the dye solution. This is pumped by the third harmonic of the Nd:YAG laser at 355 nm and 

it has a maximum efficacy of 14% at 460 nm. 
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Figure A-19: Detection of the line width of the used dye laser. For the measurement, the fluorescent signal by exciting 

the ground state of the barium atoms is detected while tuning the dye laser wavelength. The laser power is 

attenuated by filters to operate in the regime of weak excitation. A GAUSSIAN beam is fitted to the 

measurements. The FWHM of the spectral laser profile is approx. 1.34 pm. 

 

In the case of the excitation of the barium atoms at 350.1 nm, LDS 698 (also known as 

Pyridine 1) [EXCITON] in ethanol is used as the dye solution. This is pumped with the 

second harmonic of the Nd:YAG at 532 nm and it has a maximum efficacy of 20% at 

692 nm. The resonator is tuned to 700.2 nm and the laser radiation is then frequency 

doubled by the KDP crystal to the desired 350.1 nm. 

For beam quality optimization, the laser beam of the dye laser is broadened by using a 

GALILEO telescope. This consists of two lenses with f1 = -50 mm and f2 = 200 mm and it 

expands the beam diameter by a factor of four, whereas the beam power density is reduced 

by a factor of 4
2
 = 16. An aperture with a diameter of 1 mm is used to select the most 

homogeneous region of the expanded beam. For further beam optimization, a spatial filter 

is then placed onto the aperture. The first lens with f1 = 100 mm is used to focus the beam. 

An aperture with a diameter of 50 µm is placed on the focal point and a second lens with 

f2 = f1= 100 mm is placed at a distance of 100 mm to produce a parallel beam. The 

optimized laser beam has a GAUSSIAN beam profile (see Figure A-20) with an FWHM of 

approx. 0.72 mm. 

To monitor the laser energy permanently, a small amount of laser energy (approx. 4%) is 

coupled out by inserting a glass pane into the beam. The resulting laser reflex hits a white 

pane working as a diffuse reflector and a part of the reflected light is observed by a photo-

diode. In contrast to giving the laser reflex directly to the diode, the setup allows selecting 

the amount of laser light detected by the diode by changing the distance between the diode 
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and the white pane. Another advantage is, that the measured signal is not affected by small 

movements of the laser beam. 

Antireflective-coated prisms are used to direct the laser beam through the electrode region 

of a fluorescent lamp. For additional control of the laser beam, especially of the amount 

passing through the fluorescent lamp, a second photo diode is placed afterwards. 

 

 
Figure A-20:  (left) Spatial intensity at the position of the LIF measurement of a single laser pulse measured by using a 

CCD camera. (right) Beam profile of a single laser pulse in the y direction (top left) and in the x direction 

(bottom left). The used 1 mm aperture in combination with the spatial filter produces a GAUSSIAN beam 

profile with an FWHM of approx. 0.72 mm. 

 

Fluorescent radiation detection system 

Fluorescent radiation is observed perpendicular to the laser beam. The region of interest is 

imaged by using a system of two lenses and a mirror at the entrance slit of a 0.5 m 

monochromator (ACTON RESEARCH – SPECTRA PRO-500I). To collect as much light as 

possible, the first lens with f1 = 65 mm and a diameter of d = 50 mm is placed at a distance 

of 65 mm from the observed volume. The second one, placed in front of the 

monochromator lens, has a focal length of f2 = 200 mm and a diameter of d = 50 mm. This 

configuration expands the region of interest by a factor of three and reduces the aperture 

angle to the acceptance angle of the monochromator, which allows collecting enough light 

for a sensitive detection. 

The monochromator is used as a wavelength separator to suppress scattering laser light as 

well as the background light emitted by the plasma in the lamp. A grating with 

1800 grooves/mm and a blazing wavelength of 500 nm is used. To increase sensitivity, the 

entrance and exit silts of the monochromator are set to 2 mm. These relatively wide slits 

reduce the effective wavelength resolution to approx. 1.5 nm, which is enough for the 

suppression of background light. The height of the slit is limited to 2 mm so that the 

effective entrance area of the monochromator is 2 × 2 mm
2
. By taking the magnification of 
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3 produced by the lens system into account, the observed region of interest has a size of 

0.67 × 0.67 = 0.44 mm
2
. 

For light detection, a photomultiplier (HAMAMATSU D1477-06) is mounted behind the exit 

slit. The photomultiplier is connected to a gated socket (HAMAMATSU C1392-56). The 

gating option allows switching the first dynode so that the photomultiplier can be set to be 

active for a short time (a few µs). This avoids the saturation of the photo cathode by 

continuous parasitic light. 

For signal detection, a four-channel digital storage oscilloscope (LeCroy WavePro 7300) 

with a maximum sample rate of 20 Gs/s and a maximum analog bandwidth of 3 GHz is 

used. The oscilloscope is triggered by a synchronization signal of the Nd:YAG laser, and 

the signals of the photomultiplier and of the photodiodes are recorded simultaneously. For 

further analyses, the waveforms are transferred to a PC. 

Detected Signal 

As discussed before, for quantitative measurements it is useful to measure the time 

integration of the LIF signal LIFI . Therefore, intensified CCD cameras in combination with 

an interference filter or a monochromator are used. For the detection of very low intensity 

or if a good time resolution is necessary, photomultipliers are typically used. A time-

integrated signal can be described as follows: 
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where  LIFG  is the sensitivity of the detection system at the wavelength of the 

fluorescence radiation including the transmission of the detection path, quantum efficacy of 

the detector and amplification of the signal, LIF  is the angle of aperture used for detection 

and totalNLIF  is the total number of fluorescent photons emitted in the observed volume. For 

small angles of aperture or small degrees of polarization ( 1P     const.K ), the 

angular integral of the directional characteristic can be replaced by the product of the solid 

angle of observation  2sin2 LIF   and the directional characteristic of the angle of 

observation LIF . By assuming the regime of weak excitation (see equation (A-42)), we 

obtain for the time-integrated signal: 
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where LIFlaser,N  represents the total numbers of laser photons used for the excitation and l  

represents the length of the overlap volume V  of the observation volume and laser beam. In 

the regime of intense excitation (see equation (A-44)), the signal can be described as 

similar: 

     VnKGS  0LIFLIFLIFLIF  , (A-52) 

where corLIF,  represents the fluorescent efficacy (see equation (A-46)) in the case of 

saturation. 

A.4.4 Absolute calibration by Rayleigh scattering 

The measured signal depends on the constants of the investigated species as well as on the 

parameters of the specific experimental setup. For quantitative measurements, the main 

difficulties are the exact determination of the geometry as well as the spectral response of 

the optical setup. The easiest method to overcome these issues is to measure the LIF signal 

for a known density. Typically, LIF as a complex diagnostic is used if other methods are 

not applicable and the exact absolute density is of special interest. In that case, a precise 

determination of the sensitivity of the detection system  LIFG , the solid angle of 

observation and the observation volume V  can be avoided by taking a RAYLEIGH scattering 

calibration measurement. 

Rayleigh scattering 

For RAYLEIGH calibration, the RAYLEIGH scattering measured at a reference gas, usually a 

rare gas, of known density is detected under the same experimental conditions. The 

scattered light is compared with the LIF signal, allowing a characterization of the detection 

conditions. This technique is well known and described in several papers [AMORIM et al. 

2000; BOGEN 1983; HAMAMOTO et al. 1981; JAUERNIK et al. 1987; KRAMES 2000; 

RECKERS et al. 1997]. The technique is suitable if the fluorescence and excitation 

wavelength (as well as the wavelength of the scattered light) are are in the same spectral 

region. If this condition is not fulfilled, the relative calibration of the spectral sensitivity 

 G  of the detection system is required. 

The time-integrated RAYLEIGH signal can be described by 
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where Ray  denotes the RAYLEIGH scattering cross section, Ray  the responding 

wavelength, Gasn  the density of the used reference gas and Raylaser,N  the total number of laser 

photons. 
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The RAYLEIGH scattering cross section is given by: 

 
4

Ray

25

Ray
3

128




   

 with (A-54) 

     Ray

222

0

2 cos53
5

1
   

where   is the dipole polarizability,   the anisotropy of the used gas and LIF Ray  the 

angle between the vector of the electric field strength of the laser radiation and the 

RAYLEIGH scattering light. In contrast to molecular gases, the anisotropy of rare gases is 

negligible. Note that the scattering cross section and RAYLEIGH scattering signal are 

proportional to 4

Ray

S . Therefore, RAYLEIGH scattering is intense for short wavelengths 

and decreases very strongly for longer wavelengths. 

By dividing equation (A-51) by (A-53), the ground state density before laser excitation 0n  

can be determined in the regime of weak excitation: 
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Thus, the solid angle of observation and geometric parameters (volume, length, 

cross section) of the observation volume can be eliminated. Only the ratio of the spectral 

sensitivities  LIFRay)(  GG  has to be known. If the wavelengths are close, the ratio is 

equal to one and no relative calibration is needed. The absolute density of the ground state 

depends only on known constants, a RAYLEIGH correction term and the ratio of the 

measured LIF signal LIFS  and the laser energy/number of laser photons. 

By dividing (A-52) by (A-53), the ground state density can be determined in the case of 

intense excitation: 
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where lVA beam  represents the cross section area of the observed volume, which can be 

interpreted as the effective laser beam cross section area. In this case, the solid angle of 

observation can be eliminated but the laser beam cross section has to be known. Typical for 

intense excitation, the determination of the ground state density is independent of the laser 

energy used for excitation. 
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Determination of the experimental Rayleigh correction term 

For the absolute calibration of the experiment, the RAYLEIGH correction term has to be 

determined: 
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In general, the RAYLEIGH scattering cross section (A-54) is much smaller than the LIF 

cross section. In addition, RAYLEIGH scattering is observed at the laser wavelength. Such 

parasitic scattered laser light is a problem for the determination of RAYLEIGH scattering. 

Therefore, RAYLEIGH scattering is measured as a function of the particle density of the used 

gas, which allows determining the parasitic scattered laser light for a particle density 

0gas n . For the measurement, a special vacuum vessel (see Figure A-21) is used. To 

suppress parasitic scattered laser light in the vessel, the inner walls are blackened. 

 

 
Figure A-21: Vacuum vessel for the determination of RAYLEIGH scattering for the absolute calibration of the LIF 

experiment. To suppress parasitic scattered laser light in the vessel, the inner walls are blackened. The gas 

filling as well as the pressure can be controlled by the connected pumping system. 

 

As Xenon has 
3o

0 A044.4  [LIDE 2001], the highest dipole polarizability of the noble 

gases, it has been used for the determination of RAYLEIGH scattering. In contrast, Argon 

as a cheap alternative has a much smaller dipole polarizability of 
3o

0 A6411.1  [LIDE 

2001; RECKERS et al. 1997]. 

In Figure A-22, the measured RAYLEIGH signal as a function of the Xenon pressure is 

given. The slope of the fitted line (linear regression) represents the RAYLEIGH signal 

normalized to the laser power per pressure interval   -11

XenonlaserRay mbarµJpVs102.0 pES  

 

laser

pump
scattered

light
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Figure A-22:  Measured RAYLEIGH signal normalized to a laser power of Elaser = 3.4µJ as a function of the Xenon 

pressure. For the separation of parasitic scattered laser light, pressure-dependent RAYLEIGH scattering 

can be determined from the slope of the curve.
 

 

In the case of the saturated LIF excitation applied in the work, the absolute calibrated 

barium atom sensitivity can be calculated according to equation (A-56): 

 LIF3

15

0
nVsm

1
1098.2 Sn  . (A-58) 

For the calculation, a fluorescent efficacy according to equation (A-45) of 414.0LIF   is 

used. 

A.4.5 Saturation correction 

For absolute density calibration, a fluorescent efficacy according to equation (A-45) of 

414.0LIF   is used. This value is only valid for the assumption of a spatially 

homogeneous laser beam profile. The energy density of real laser beams decreases from the 

center towards the edge (ideally, a laser has a GAUSSIAN beam profile). With increasing 

laser energies (increasing saturation parameter), the saturated area of the beam profile 

extends, leading to an increased effective laser beam cross section area beamA . This effect is 

called power broadening [DAILY 1977] and it has to be considered for absolute calibrated 

experiments. My model for solving the temporal- and spatial-dependent rate equations in 

the case of the barium atoms is given in appendix A.5. It includes the measured laser beam 

characteristics and the characteristics of the observation optics. 

For saturation correction, the saturation characteristic obtained from the model (see Section 

A.5) has to be compared to the real saturation characteristic measured. This procedure 

allows determining the saturation parameter for the laser power used in the experiment. 
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Figure A-23:  Experimentally determined saturation characteristic. The fluorescent signal as a function of the laser 

power (dots) for the excitation of the barium atom ground state 5 mm in front of a heated electrode. By 

fitting the saturation characteristics (straight line – computed by considering a 2D Gaussian laser beam 

profile, dashed line – computed by considering a homogeneous beam, dotted line – simplified model) to 

the measured values, the saturation parameter for the laser power used in the experiment of 8 µJ can be 

determined. 

 

In the case of the barium atoms, the saturation characteristic is measured by the variation of 

the laser power and detection of the fluorescent signal. To be as close as possible to the 

measurements of the lamps, the saturation characteristic is measured in a fluorescent lamp. 

The lamp is not ignited and a constant current is applied through one electrode (about 420 

mA). Thus, the electrode is heated to a constant temperature, while barium is produced and 

diffused through the electrode region. Hence, a constant barium density is built up, as 

indicated by a constant LIF signal. To have a homogeneous barium density, the 

measurement is placed 5 mm in front of the center of the heated electrode. The laser power 

is varied by placing a neutral density filter in the laser beam. 

The measured saturation characteristic is given in Figure A-23. The LIF signal is the time-

integrated signal of the photomultiplier. To determine the saturation parameter for the laser 

power used in the experiment (8 µJ), the saturation characteristics computed in Appendix 

A.5 are fitted to the measurements
26

 by the use of the least squares method [HELMERT 

1907]. In addition, the simplified model of equation (A-64) [DEMTRÖDER 2007] is fitted. 

This simplified model, as well as by assuming a round, homogeneous beam (identical to 0D 

saturation in Figure A-23), describes the measured characteristic insufficiently. It 

overestimates the fluorescent signal for a laser power of µJ15µJ1  laserP  and 

                                                 
26

  The previously determined saturation characteristics NLIF (S) are fitted by scaling: 

I (Plaser) = a∙NLIF (b∙Plaser). The fitting is done in MatLab by the use of the least squares method [HELMERT 

1907]. 
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underestimates it for higher laser power. In particular, it does not represent the further 

increase in the fluorescent signal in the case of high saturation. This effect can only be 

represented by considering power broadening. Thus, the saturation characteristic computed 

in Appendix A.5, by considering the 2D laser beam profile, represents the measured 

characteristic well. 

For the laser power used in the experiment of 8 µJ, a saturation parameter of 

  39µJ8,laser  aa PSS  is found. Hence, the effective beam size in the y direction is 

about 1.5 mm (see Figure A-28b) and corrected fluorescent efficacy is 

83.00,  NNLIFcorLIF  (see Figure A-28a). The value of corrected fluorescent efficacy 

is significantly higher than the theoretical value for saturated LIF of 414.0LIF   (given in 

equation (A-45)), and this leads to a correction of about a factor of two. By considering the 

correction for the absolute density calibration (see Section A.4.4), the saturation-corrected 

absolute barium atom density can be calculated according to: 

 LIF3

15

0
nVsm

1
1049.1 Sn  . (A-59) 

Correction of laser power fluctuations 

To reduce the errors in the LIF experiment due to fluctuations in the laser power, an 

additional correction is applied. For each LIF measurement, the fluorescent signal and 

actual laser power are detected. In the experiments, the typically applied laser power is 

about µJ8,laser aP , leading to a saturation parameter of about 39aS  (see Appendix 

A.4.5). At this power level, the laser (the Nd:YAG laser as well as the dye laser) works at a 

very stable and reproducible regime. However, small power fluctuations lead to fluctuations 

in the fluorescent signal that can be corrected. For the correction, the calculated saturation 

characteristic  SN LIF , representing the dependence of the fluorescent signal on the laser 

power, is used. 

In a first step, the Taylor series (first degree) of the saturation characteristic  SNLIF  at the 

typical laser power aS  is calculated: 

        aaLIFaLIFLIF SSSNSNSN  . (A-60) 

As the saturation parameter is proportional to the laser power: 
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and the measured fluorescent signal  laserPILIF  is proportional to the saturation 

characteristic  SNLIF : 
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a correction of the fluorescent signal can be made for small power fluctuations: 
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 (A-63) 

Here, laserP  is the actual laser power and µJ8,laser aP  is the standard laser power, while the 

saturation parameter 39aS  is also known. 

A.5 Model for the correction of saturation effects by the application of 
LIF 

LIF can be described by a system of rate equations (equation (A-34)). In Section 0, the 

system is discussed and a more general solution presented that includes several assumptions 

such as a temporal rectangular laser pulse. In the regime of weak excitation, fluorescent 

radiation is proportional to the laser pulse energy (linear regime). For high laser intensities, 

saturation occurs and fluorescent radiation is independent of the laser pulse energy (intense 

excitation). 

In general, the regime of weak excitation is preferred for LIF experiments due to the linear 

dependency of the fluorescent signal on the laser power. However, for low densities of the 

investigated species, the regime of intense excitation has to be used, as the fluorescent 

signals are at least two orders of magnitude higher. 

In this work, very low densities of barium (low densities in a small volume) are 

investigated. Thus, the regime of intense excitation is used. For absolute density 

determination in this regime, the process of saturation, especially the transition from the 

regime of weak excitation to that of an intense one, has to be treated more in detail. The 

amount of saturation is described by the saturation parameter S  (see page 119 and equation 

(A-36) for details). A simplified model describing the number of emitted fluorescence 

photons as a function of the saturation parameter  SNLIF  is given by [DEMTRÖDER 2007]: 
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This empirically found model is valid for a temporal rectangular laser pulse with a 

homogeneous laser beam profile but it does not consider the pump-over effect (see page 

150). For absolute density determination, a saturation correction has to be performed. 

Therefore, the 

laser power is varied (typically by attenuating with filters) and the fluorescent signal is 

measured. By fitting equation (A-64), the saturation parameter S  at the applied laser power 

can be determined. For saturation correction, the measured fluorescent signal has to be 

multiplied by   SS1 . 

In this work, the barium level Ba (5d6p
1
P1) with a natural lifetime of 12.17 ns is 

investigated. The lifetime is of the order of the length of the laser pulse of approx. 5 ns. 

Hence, for saturation correction, the pump-over effect and the temporal shape of the laser 

pulse has to be considered. Thus, the simplified model of equation (A-64) cannot be 

applied, as this leads to a significant systematic error. 

To perform a sufficient saturation correction, an own model is applied. In the first step, the 

rate equation system (equation (A-34)) is solved for the investigated transitions of barium 

(Section A.5.1). In the second step, the spatial beam profile is considered, allowing the 

correction of spatial saturation broadening. Finally, the obtained saturation characteristic is 

compared to a measured saturation characteristic to determine the saturation parameter at 

the applied laser power and perform a saturation correction (Section A.4.5). 

A.5.1 Solving the rate equation system for real laser pulses 

The rate equation system given in equation (A-34) is solved numerically for real laser 

pulses. For the computation, the ode45 solver of the commercially available software 

MATLAB [MATHWORKSINC.] is used. The solver implements the 4
th

/5
th

-order RUNGE-

KUTTA method. 

For a more general treatment of the LIF process the temporal-dependent excitation rate 

 t12R  and induced emission rate  t21R  are expressed by the temporal-dependent 

saturation parameter  tS  according to equations (A-36) and (A-24): 
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Defining temporal excitation 

The temporal-dependent saturation parameter is proportional to the laser power. Thus, it is 

deduced from the temporal evolution of real laser pulses. In Figure A-24, the temporal 

behavior of laser intensity averaged over 1200 pulses is shown. 
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To find an analytical expression for the temporal excitation, a so-called bell function 
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is fitted to the measured curve, whereas A  denotes the amplitude and   the FWHM. In 

contrast to other curves that can be assumed, such as a GAUSSIAN function, a bell function 

is equal to zero for t  or t . This provides stability and plausibility by solving the rate 

equation system, especially for high saturation parameters. As an example, the use of a 

GAUSSIAN function leads to an increase in the effective duration of excitation for increasing 

saturation parameters. In the case of very high saturation parameters, the slopes would 

produce excitation before the laser pulse appears, which is not plausible. 

By fitting a bell function to the measured curve (see Figure A-24), an FWHM of 

ns85.4  is found. This value corresponds to the manufacturer’s specification of the dye 

laser system used [SIRAH-GMBH 1998]. 

 

 
Figure A-24: Average of the temporal evolution of 1200 laser pulses at 350 nm produced by a frequency doubled dye 

laser. The temporal evolution can be fitted well by a bell-shaped curve with a duration of 4.85 ns 

(FWHM). 

 

The temporal-dependent saturation parameter  tS  is defined as a bell function with the 

amplitude S  and duration  : 
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To be consistent, the integral of the time-dependent saturation parameter (which is 

proportional to the laser pulse energy)   SdttS   is the same as that for a rectangular 
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pulse with the intensity S  and duration  . In the following, both temporal excitations are 

compared to illustrate the limitation of the commonly used assumption of a rectangular 

pulse. 

Having defined the temporal saturation parameter, the excitation rate  t12R  and induced 

emission rate  t21R  can be calculated and used as input parameters for solving the rate 

equation system. To simplify the computation, the effect of photoionization and collision 

depopulation is neglected. Thus, the photoionization rate is   0ion  t  and the collision 

depopulation rate is   02 tQ . The validation of neglecting the collision depopulation is 

proven in Section 5.1. 

Solution of the rate equation system 

The numerical solution of the rate equation system provides the temporal density of the 

three states 1  (ground state), 2  (excited barium level 1

1P5d6p ) and 3  (metastable 

state). The temporal solution for the population density of the excited barium level 2  

normalized to the ground state population density before excitation is given is Figure A-25. 

As discussed in Section A.4.2, fluorescent radiation is directly proportional to the 

population densities of this state. As a comparison, bell-shaped and rectangular temporal 

excitations are assumed for different values of the saturation parameter. 

 

 
Figure A-25:  Numerical solution of the rate equation system. (Top) Assumed temporal excitation S(t) in the case of a 

bell-shaped (full line) and a rectangular (dotted line) excitation pulse with a duration of 4.85 ns, 

normalized on the saturation parameter S. (Bottom) Temporal population of the excited barium level 

(5d6p1P1) during and after excitation by a bell-shaped (full line) and a rectangular (dotted line) pulse for 

different saturation parameters, normalized to the ground state population density before excitation. 

 

For low saturation parameters ( 1.0S , weak excitation), the population densities of the 

excited level are similar for both temporal excitations. The population densities are the 

convolutions of the temporal excitation and the exponential decay of the excited state 2 . 

By increasing the saturation parameter ( 1001.0  S ), the saturation of the excited level 
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can be observed. During excitation, the population densities increase exponentially and 

reach a maximum. In comparison to the rectangular excitation, the bell-shaped excitation 

produces a smoother increase of the population densities. 

For very high saturation ( 100S , intense excitation), the pump-over effect can be 

observed directly. During the whole laser pulse, the pumped system is saturated and it 

decays exponentially by emitting fluorescent photons. In spite of the same FWHM of the 

bell-shaped and the square temporal excitations, the time span during which excitation 

occurs is twice as long for the bell-shaped excitation. Thus, the duration of the pump-over 

effect is twice as long for the bell-shaped excitation. 

During saturation, the excited system (level 21  ) is depopulated into the other levels. 

The number of fluorescent photons is determined by the branching ratio 23b . As the 

photons that spontaneously emitted from the excited state to the ground state are re-excited 

and therefore not lost, the branching ratio is higher during saturation: 
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In addition, the effective live time of the excited system during saturation is longer than that 

without saturation (see equations (2-1) and (B-91)). Thus, the total number of emitted 

fluorescent photons increase with the saturation parameter as well as with the duration of 

saturated excitation and this depends on the temporal characteristic of the laser pulse. As 

this duration of the excitation pulse is longer for the bell-shaped excitation for high 

saturation, the total number of emitted fluorescent photons is higher, as shown in Figure 

A-26. Importantly, the total number of emitted fluorescent photons is computed by the 

temporal integration of the fluorescent photon emission rate: 
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For low saturation, the total number of emitted fluorescent photons is the same for both the 

bell-shaped and the square excitations
27

, and this amount is proportional to the saturation 

parameter. This linear dependence starts to saturate for 1.0S . For the saturation 

parameter 10S , the total number of emitted fluorescent photons starts to differ for both 

                                                 
27

  The same amount of fluorescent photons in the case of low saturation occurs for different temporal 

excitations/laser pulse shapes only if the temporal integral is the same. The saturation parameter represents 

a kind of normalized power density. By comparing different temporal pulses, the energy (the temporal 

integral) should be the same. 
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investigated temporal excitations. Owing to the longer duration of saturated excitation, the 

bell-shaped excitation produces more fluorescent photons. As the slopes are smooth, the 

effective duration of saturated excitation increases slightly with an increasing saturation 

parameter. Full saturation by bell-shaped excitation can thus be observed only for very high 

saturation parameters 54 10...10S . 

Thus, the total number of emitted fluorescent photons normally measured depends on the 

saturation parameter, especially on the temporal saturation parameter. For LIF experiments, 

the laser pulse energy and its duration determine the saturation effects. If the laser pulse is 

significantly shorter than the natural lifetime of the excited level, its duration may be 

neglected. Otherwise, the pump-over effect occurs for high energetic pulses and this has to 

be considered for the calculation of absolute densities. As this effect strongly depends on 

the excited species and levels, a general description of this phenomenon is not useful. 

Therefore, it has to be examined for each LIF experiment separately. 

 

 
Figure A-26: Fluorescent efficient ηLIF = NLIF / N0 in the case of a bell-shaped (full line) and a square (dotted line) 

excitation with a duration of 4.85 ns. 

 

A.5.2 Correction for a Gaussian-shaped laser profile 

So far, the local saturation effect has been characterized as a function of laser power 

density. This assumption is sufficient as long as the laser beam profile can be approximated 

as spatially homogeneous. In contrast, real laser pulses have a spatially distributed power 

density, whereas a good configured laser system has a GAUSSIAN-shaped profile. 

Thus, the saturation parameter is spatially distributed  rS  according to the laser beam 

power density: 

    rIrS beam  (A-70) 
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In the case of a GAUSSIAN-shaped beam profile, the excited state at the center of the laser 

beam is first saturated, while the outer region is not or only partly saturated. By increasing 

the laser power, additional fluorescent photons can be produced in the outer region but not 

in the saturated beam center. Thus, by increasing the laser power, the saturated region 

expands from the beam center to the outer region, leading to a broadening of the effective 

excited region (effective excitation cross section). This effect is called power broadening 

[DAILY 1977]. 

For the precise determination of absolute particle densities in a saturated LIF experiment, 

the effect has to be corrected. Therefore, in the following a correction is presented by 

considering power broadening and the correction of the previous section in the case of the 

investigated barium atoms. 

Spatial saturation parameter 

The applied excitation laser beam has a GAUSSIAN-shaped beam profile with an FWHM of 

mm71.0FWHM d  (see Figure A-20). As the spatial-dependent saturation parameter is 

proportional to the beam power density (see equation (A-70)), it can be described by the 

GAUSSIAN function: 

   2

2

2

1

Gauss


r

eSrS


 , (A-71) 

whereas   mm71.04ln2FWHM  d . 

To compare the results with the commonly used approach of a round homogeneous laser 

beam, a homogeneous profile is also assumed: 

  


 


otherwise

for,
0

homogenous

homogenous

RrS
rS  (A-72) 

The radius homogenousR  is set in such a way that the spatial integral of the saturation parameter 

(equivalent to the laser power) is the same for both profiles: 

 
 

mm43.0
4ln2

1
2 FWHMhomogenous 


 dR  . (A-73) 

Both assumed beam profiles are shown in Figure A-27b. In the following, the saturation 

parameter S  (spatial independent) defines the maximum of the spatial-dependent saturation 

parameter profiles and is identical to the saturation parameter in the laser beam center: 

       00MAX  homogenousGauss  rSrSrSS . (A-74) 

 

http://dict.leo.org/ende/index_de.html#/search=previous&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
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Figure A-27:  Spatial dependence of the saturation effect on the laser beam profile. 

a)  Emission of fluorescent photons in the plane perpendicular to the laser beam according to the 

assumption of a GAUSSIAN-shaped beam profile for a saturation parameter of S = 1. The dashed circle 

indicates the cross section area under the assumption of a homogeneous circular beam profile 

generating the same number of fluorescent photons in the case of unsaturated excitation. 

b)  Spatial (radial)-dependent saturation parameter (equivalent to the excitation laser beam profile) by 

assuming a Gaussian-shaped beam profile (solid line) and a homogeneous circular beam profile 

(dashed line) for a saturation parameter of S = 1. 

c)  Resulting spatial-dependent emission of fluorescent photons normalized to the particle density of the 

ground state before excitation for various saturation parameters. 

 

By neglecting the movement of particles during excitation
28

, the spatial-dependent 

fluorescent emission can be determined according to the saturation correction calculated in 

Section A.5.1. Therefore, the global fluorescent photon emission LIFN  has to be 

transformed into a local fluorescent photon emission  rnLIF : 
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 , (A-75) 

while the ground state density before excitation is assumed to be spatially homogeneous 

  00 nrn  . 

By the use of the spatial-dependent saturation parameter of equations (A-71) and (A-72), 

the local fluorescent photon emission can be calculated. In Figure A-27a), the emission of 

fluorescent photons in the plane perpendicular to the laser beam (beam cross section) is 

given for a GAUSSIAN-shaped beam profile at a saturation parameter of S = 1. The shaded 

area in the Figure indicates the region that is not observed by the fluorescent detection 

                                                 
28

 Significant particle movement such as diffusion processes occur in a timescale of milliseconds. The states 

investigated in this work (barium atom and ion) have a lifetime of a few nanoseconds. Thus, the effect of 

particle movement during excitation can be neglected. 
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system
29

. In Figure A-27c, the spatial-dependent emission of fluorescent photons is given 

for different saturation parameters. In the case of the homogeneous beam profile (dashed 

line), the spatial distribution is constant, whereas the emission of fluorescent photons 

corresponds to the saturation characteristic calculated in Section A.5.1. In the case of the 

GAUSSIAN-shaped beam profile (solid line), the fluorescent profile is broadened (so-called 

power broadening) for high saturation parameters ( 1S ). Hence, a saturation parameter of 

100S  doubles the profile width (FWHM). 

Observed fluorescent photons 

For saturation correction, the number of observed fluorescent photons has to be considered 

by using the integration equation (A-75) over the observation volume: 

     lzyrnrrnN LIF
nobservatioV

LIFLIF   ddd
,

3
, (A-76) 

where l  is the length of the observation volume in the x direction. For the determination of 

fluorescent efficacy LIF , the quotient of observed fluorescent photons and number of 

atoms in the ground state before excitation is calculated. In the case of the homogenous 

beam profile, the number of atoms in the ground state before excitation in the homogenous 

beam profile is given by: 
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Accordingly, fluorescent efficacy LIF  is given by: 
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 (A-78) 

In the case of a GAUSSIAN-shaped beam profile, the normalization of the number of atoms 

in the ground state before excitation in the excited and observed volumes is not useful, as 

the GAUSSIAN beam profile is in principal infinitely large. Thus, in both cases fluorescent 

efficacy LIF  is calculated according to equation (A-78) by normalizing the observed 

fluorescent photons on   homogenous 0,N  (the atoms in the ground state before excitation in the 

homogeneous beam profile). For both profiles, the spatial integral of the saturation 

parameter (equal to the laser power) is the same. Thus, in the unsaturated regime, the 

                                                 
29

  To ascertain a sufficient and well-defined spatial resolution, the observed volume is limited in the x and z 

directions. See Section A.4.3 for further details. 
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number of fluorescent photons and therefore fluorescent efficacy LIF  is the same. The 

integral of equation (A-78) is solved with MatLab [MATHWORKS 2011] by using its 

implemented numerical integration algorithm. 

In Figure A-28a), the calculated fluorescent efficacies LIF  are given for both beam profiles 

as a function of the saturation parameter. The fluorescent efficacy LIF  of the homogeneous 

beam profile is equal to the saturation characteristic of the local solution determined in 

Section A.5.1. For low saturation parameters 1S , fluorescent efficacy for the 

GAUSSIAN-shaped beam profile is proportional to the efficacies of the homogeneous profile. 

This proportionality can be observed more directly in the logarithmic plot of Figure A-28b, 

where the ratio of both fluorescent efficacies homogenous,, LIFGaussLIF   is given. The 

proportionality constant of 0.84 occurs due to the limitation of the observed volume in the z 

direction (see footnote 29 and Section A.4.3 for further details). In contrast to the round 

homogeneous profile, the slopes of the GAUSSIAN beam profile excites atoms in the outer 

region 
homogenousRr  . Thus, a significant number of fluorescent photons (about 14%) come 

from the unobserved region not observed and are undetected. 

For higher saturation parameters 5S , power broadening leads to additional fluorescent 

photons in comparison to the homogeneous profile. By excitation with the homogeneous 

profile, the full beam cross section is saturated. An increase in the laser (or saturation 

parameter) leads to only a small number of additional fluorescent photons. In contrast, the 

slope of the Gaussian beam profile is not saturated. Therefore, an increase in the laser 

power and saturation parameter leads to additional fluorescent photons from this region. 

Thus, the effective excitation cross section increases. In the first approximation for intense 

saturation 1S , the number of fluorescent photons is proportional to the saturated region 

that corresponds to the effective excitation cross section. Thus, dependence  SNLIF ln  

would be expected (see Appendix B.7). The observed volume is limited in the z direction. 

Hence, by an increase in the effective excitation cross section above the observed length in 

the z direction, only additional fluorescent photons due to broadening in the y direction are 

observed. Thus, for high saturation parameters, fluorescent efficacy LIF  depends on: 

   1for,ln
homogenous,0

 SS
N

NLIF
LIF . (A-79) 

In addition, the spatial broadening of the saturated region allows determining an effective 

beam size in the y direction (see Figure A-28b) – right ordinate). This is defined as the 

length in the y direction of a round homogeneous profile producing the same number of 

fluorescent photons. In the case of high saturation, the effective beam size in the y direction 

may be significantly higher than the FWHM of the applied Gaussian beam. In conclusion, 

this defines the spatial resolution in the y direction. As an example, for a saturation 

parameter of S=50 and an increase in the effective beam size in the y direction of 0.71 mm 

in the case of low saturation, up to 1.6 mm has been found. 
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Figure A-28: Dependence of fluorescent efficacies on the saturation parameter by considering the spatial laser beam 

profile. 

a)  Fluorescent efficacies as a function of the saturation parameter by assuming a round, homogeneous 

and a GAUSSIAN-shaped laser beam profile. 

b)  Ratio of the fluorescent efficacies of a GAUSSIAN-shaped and a round, homogeneous laser beam 

profile. In addition, the effective beam size in the y direction is given. 
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B Additional calculations 

B.1 Estimation of the averaged barium loss flux for typical electrode 
lifetimes 

The typically emitted mass of the investigated stick coil electrodes is 10 mg. Assuming a 

pure barium carbonate is emitted, the total amount of barium is mol1006.5 5

Barium

N . 

During lamp production, the barium carbonate is converted into barium oxide (see equation 

(2-1)). During lamp operation, the oxide is reduced by tungsten (see equation (2-7)). The 

produced barium tungstate 63WOBa  is further reduced by tungsten to 4BaWO  (see 

equation (2-9)). Thus, about 75% of the barium is lost during the electrode lifetime. 

Assuming a typical lamp lifetime of 20000 hours, the average barium flux is about: 
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, (B-1) 

B.2 Temperature-dependent coefficient of the thermal conductivity of 
Argon 

The thermal conductivity of gases depends on the temperature. [YOUNGLOVE and HANLEY 

1986] present a formula for this calculation: 
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i TgT , (B-2) 

where ig  is the gas-dependent coefficients. The unit of   is  KmmW   and the 

temperature T  has to be in Kelvin. In the case of Argon, the coefficients are: 
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The given formula is valid for a temperature range of K3273K50 T  and for pressures 

equal to or less than 100 kPa.  

B.3 Analytical solution of the rate equations 

In general, the system of the coupled differential equation needs to be solved numerically. 

However, by assuming a rectangular temporal laser intensity  tI  with the duration laserT , 

an analytical solution exists: 

  


 


else0

0for laser0 TtI
tI  (B-82) 

With the starting condition: 

           total1Qion32 0,00000 nnnnnn  , (B-83) 

the population densities during the excitation phase laser0 Tt   are given by the nontrivial 

solution 
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with the characteristic rates 
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For the relaxation phase laserTt  , there exists the trivial solution 
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The formulas show a depopulation of level 2  by an exponential decay, whereas levels 1  

and 3  (as well as the auxiliary level Q ) are populated by optical transition in the ratio of 

their EINSTEIN coefficients. The characteristic decay rate is the reciprocal effective lifetime 

of the excited state, which in principal is the natural lifetime complemented by the effect of 

collision depopulation: 
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As the solution (especially in the excitation phase) is not quite transparent, this should be 

discussed in the case of weak and intense excitation. 

Regime of weak excitation 

The weak excitation regime can be estimated for low laser intensity, resulting in small 

induced excitation and emission rates: 2223212112 QA,AR,R  . For this estimation, 

the characteristic rates can be approximated as follows: 
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Within the time scale 2211 11   tt , a dynamic equilibration between induced 

excitation and spontaneous emission builds up: 

      tnentn
t

1

1

12
total2

11
R





. (B-89) 

For short excitation ( 22laser 1  tT ), the population of the excited state depends only on 

the laser intensity. Therefore, the transition is called unsaturated. For long laser excitation 

22laser 1  tT , the pumped system of levels 1  and 2  is depopulated into the 

metastable level 3  by photoionization and collision depopulation: 
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Regime of intense excitation 

The regime of weak excitation has the most important disadvantage that only a very small 

number of ground state atoms are excited    tntn 12  , which of course degrades the 

detection limit significantly. Therefore, the regime of intense excitation 

2223212112 QA,AR,R   is mostly intended to be used. For this estimation, the 

characteristic rates can be approximated as follows: 
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The higher rate 1  determines the timescale at which an equilibration between induced 

excitation and induced emission builds up: 
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In the equilibration, the corresponding levels are populated according to their statistical 

weights ( 1221 ggnn  ). For higher laser intensities, the population ratio stays the same. 

Therefore, this is called complete saturation. The lower rate 2  determines the timescale of 

depopulating the pumped system of levels 1  and 2  into the metastable level 3  by 

photoionization and collision depopulation. This effect is the so-called pump-over effect 

[LIEDER 1989; MATSUDA et al. 1994; SCHNABEL 1999]. For LIF diagnostic, this regime of 

intense excitation has the advantages of high signals and the independence of the signal of 

the fluctuation of the laser pulse intensities. 

B.4 Estimation of the statistical error by applying the resistive method 
for the determination of the averaged electrode temperature 

The error from applying the resistive method is determined by the error from resistance 

determination. Cold resistances (about  2coldR ) are measured at a current of  

mA1cold I , whereas hot resistances (about  9hotR ) are measured at currents of about 

mA500hot I . 

By taking into account the precision of the applied current source with integrated high 

precision current measuring KEITHLEY 238 and the voltage measuring unit KEITHLEY 

2001 and an additional fluctuation of the contact resistance of  0250errorcontact .R , the 

error of resistance measuring can be calculated (see table B-2). 
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Table B-2: Calculation of the error in resistance measurement.  

 

The error in resistance measurement is about 1.28% for cold resistances and 0.54% for hot 

resistances. Accordingly, the resulting resistance ratio has an error of about 1.82%. By 

considering this error in the formula for the estimation of the hot temperature from the 

resistance ratio (see equation (3-1)), we obtain this from the Taylor expansion: 
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Thus, the statistical error resulting from the measurement can be estimated to be about 

1.5% of the obtained temperature. 
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B.5 Calculation of the collision frequency 

In general, the effective electron collision frequency for a momentum transfer m  is given 

by: 

   e

theieeagasm vQnQn  , (B-15) 

where gasn  is the particle density of the buffer gas, en  the electron density and 
e

thv  the mean 

thermal velocity of the electrons. 

In the case of Argon, the cross section for the collisions of electrons with atoms eaQ  and 

ions eiQ , respectively, is given by [DRESVIN and DONSKOI 1977; MITCHNER and KRUGER 

1973]: 

    2204 101.0106.3 mTQ eea

  , (B-16) 
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where eT  is the electron temperature in Kelvin. 

For the typical discharge condition in this work, namely an Argon gas pressure of 3 mbar 

and electron energy of about 3 eV, the electron collision frequency for momentum transfer 

is about 
9105.12 m . As the interferometer operates at 150 GHz, the quotient of electron 

collision frequency and angular microwave frequency is 0.0133m . Therefore, the 

assumption of 1 m  is fulfilled. 

B.6 Microwave interferometry by known electron density profile 

In general, microwave interferometry is applied for plasmas where the electron density is 

much lower than the critical density ce nn  . This allows approximating equation (A-15) 

by the TAYLOR expansion of the integral to: 
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From a known spatial electron density distribution along the path, which can be described 

as: 

    rfnrn ee  0, , (B-19) 

the integral of the distribution function has to be solved. Thus, the amplitude of the electron 

density distribution can be determined from the phase difference: 
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In the simplest approximation, a constant electron density along the whole plasma with the 

observed length l  can be assumed: 
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The corresponding solution of equation (B-20) defines the path-averaged electron density: 
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B.7 High power broadening for a Gaussian-shaped laser profile 

For high laser power (intense saturation), so-called power broadening can be observed. The 

number of emitted fluorescent photons is no longer proportional to the laser power and the 

spatial dependence of the laser profile gains in importance. By increasing the laser power, 

the unsaturated areas of the laser profile emit additional fluorescent photons, whereas 

saturated areas do not. In addition, the saturated areas grow. For further increased laser 

powers, a linear increase in the number of emitted fluorescent photons proportional to the 

cross section area of the laser profile where the intense saturation exists can be observed. 

In the first approximation, the number of emitted fluorescent photons is proportional to the 

cross section area A of the laser profile where the saturation parameter  rS  is higher 

than 1:  

   1rSA LIFN  (B-23) 

For a rotation symmetric laser profile, an effective saturation radius satr  can be defined: 
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For radial decreasing laser profiles, the effective saturation radius satr  can be defined as: 

   1satrS  (B-25) 

For a GAUSSIAN laser profile, as considered in this work, the saturation radius satr  can be 

deduced from equation (A-71) as follows: 
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In combination with equation (B-24), the dependence of the number of emitted fluorescent 

photons on the saturation parameter S  is given by: 
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In this work, the observation volume is limited in one direction perpendicular to the laser 

beam by an aperture. Thus, the observed excitation volume is not proportional to the 

saturation radius satr . If the width of the observed volume observedb  is smaller than twice the 

saturation radius observedsat br 2 , the observed saturated cross section observedA  is no longer 

proportional to 
2

satr  as a growth in the limited direction would not be observed. In this case, 

the observed saturated cross section can be approximated by: 

 satobserved rb 2A   (B-28) 

The dependence of the observed fluorescent photons observedLIFN ,  on the saturation 

parameter S  is now given by: 

 
 SN

NrN

observedLIF

LIFsatobservedobservedLIF

ln

A

,

,




 (B-29) 

B.8 Estimation of the capacitance of the band probe diagnostic 

By the application of the band probe diagnostic (see Figure A-4), the inner wall potential is 

capacitively coupled to the outer band probe. The band capacitance bC  can be estimated 

according to the formula for a cylindrical capacitance: 
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where 0  is the vacuum permittivity, r  is the relative permittivity of the glass tube (a 

typical value of 6 is assumed), l  is the length of the cylinder or the width of the band probe 

cm4.2l , 1r  is the outer radius of the glass tube 254.21 cmr   and 2r  is the inner radius 

of the glass tube 234.22 cmr  . If the inner wall sheath is assumed to be ideal for 

conducting the electrode, the resulting wall capacitance is approximately pF100b C . 
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C.2 Glossary 

C.2.1 Used symbols 

 

,T,T,T ein  
neutral particle, ion temperature and electron 

temperature 
KeV,  

 EW  work function eV  

E  energy eV  

FE  Fermi energy eV  

T  temperature K  

Bk  Boltzmann constant 
-1-23 KJ1031.38064881   

J  current density 
-2mA  

A  RICHARDSON constant 
-2-26 KmA1020173.1   

  work function eV  

0  original work function eV  

  the drop of the potential barrier eV  
e  electron charge C1056021765653.1 -19  

0  vacuum permittivity 
1-12 mF10854187817.8   


 pi  

r
 

position m 
p

 pressure Pa, bar 

Ba  barium flux 
1-2 smatoms 

 

Ban
 barium density 3m

 

BaD
 

barium diffusion coefficient 
12 scm 

 

hRRR ,, c  ohmic, cold and hot resistance   

hc ,TT
 cold and hot electrode temperature K  

 TL ,
 

temperature dependent spectral radiance 
12-1 HzmsrW 

 
h  PLANCK constant sJ10296.62606957 -34  
c  speed of light 

-1sm458792299  
  wavelength nm  
C  capacitance F 

U  voltage V  
t  time s  
V  electric potential V  
f  frequency -1sHz,  

bandc  
correction factor for the capacitivly coupled 

band diagnostic 
 

cf

 

cutoff frequency 
-1sHz,  
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E


 electric field vector 
-1mV  

k


 wave vector -1m  

  angular frequency -1s  

p  plasma frequency introduced by Tonks and 

Langmuir [1929] 
-1s  

m  
effective electron collision frequency for 

momentum transfer 
-1s  

en  electron density 3m
 

em  electron mass kg 

r  relative permittivity  

cn  cutoff electron density  3m
 

pathen  path-averaged electron density 3m
 

 ,  phase and phase different  

l  length m  

L  excitation bandwidth -1s  

L  laser frequency -1s  

nE  energy of atomic level n eV  

ionE  ionization energy eV  

12R  induced excitation-rate -1s  

21R  induced emission-rate -1s  

ikB  
EINSTEIN-transition probability for induced 

emission from state i  to k  
 

ikA  
EINSTEIN-transition probability for 

spontaneous emission from state i  to k  
 

ig  statistical weight of level i  

i ,, 0  
lifetime, natural lifetime, life time of the 

stated i  
s  

),( trI  laser intensity 
-2mW  

)( g  the spectral line profile of excitation  

ion  photo ionization rate -1s  

Q
 

collision depopulation rate -1s  

in
 density of species or level i 3m

 

S  saturation parameter  
SI  saturation laser intensity 

-2mW  
total

LIFL NN ,  
total number of laser and fluorescent 

photons 
 

V  Volume 3m  
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laserT  laser pulse length s  

ik  
frequency of the light emitted by the 

transition from state k  to i  
-1s  

LIF
 fluorescent efficacy  

LIFI  measured fluorescent signal V  

LIFS  time-integrated fluorescent signal sV  

LIF  laser induced fluorescent cross section 2m  

 LIFG  spectral sensitivity of the detection system  

Ray
 Rayleigh scattering cross section 2m  

0i

io

Ba, 
 

barium ionization and excitation frequency -1s  
rzyx ,,,  coordinates m  

laserPP,  power and laser power W  

A  area 2m  

  emissivity of a material  

heatlamp ,, III  current, lamp and heating current A  

 

C.2.2 Abbreviations used 

 

AC alternating current 

CRI color-rendering index 

DC direct current 

FWHM full wide at half maximum 

HID high intensify discharge 

LIF laser induced fluorescents 

OES optical emission spectroscopy 

TTL transistor–transistor logic compatible level 
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