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Abbreviations

CAP . . . . . . cold atmospheric plasma

CCD . . . . . . charge-coupled device

CFD . . . . . . computational �uid dynamics

DBD . . . . . . dielectric barrier discharge

FNS . . . . . . . �rst negative system

FTIR . . . . . . Fourier transform infrared

FWHM . . . . . full width at half maximum

ICCD . . . . . . intensi�ed CCD

LAAS . . . . . . laser atom absorption spectroscopy

LIF . . . . . . . laser induced �uorescence

MCP . . . . . . multi channel plate

MPC . . . . . . multi pass cell

NDPM . . . . . non-dispersive path mapping

PROES . . . . . phase resolved optical emission spectroscopy

RONS . . . . . . reactive oxygen and nitrogen species

SPS . . . . . . . second positive system

VUV . . . . . . vacuum ultraviolet



Mathematical Symbols

Cp . . . . . . . . heat capacity at constant pressure

D . . . . . . . . di�usion coe�cient

I . . . . . . . . . light intensity

I0 . . . . . . . . background intensity

L . . . . . . . . . absorption length

Pe . . . . . . . . Péclet number

T . . . . . . . . gas temperature

T0 . . . . . . . . ambient room temperature

η(r) . . . . . . . axisymmetric refractive index distribution of gaseous mixture

σi . . . . . . . . cross section of species i

e⊥ . . . . . . . . unit vector transverse to direction of �ow �eld

v . . . . . . . . . velocity �eld

ωi . . . . . . . . mass fraction of species i

ρ . . . . . . . . . mass density

τ . . . . . . . . . natural lifetime of excited state

θ(x) . . . . . . . Heaviside step function

c . . . . . . . . . contrast obtained in Schlieren measurement

k . . . . . . . . . heat conductivity

n . . . . . . . . . density of ambient species

ni . . . . . . . . density of species i

nθ . . . . . . . . particular analytical solution to equation (2.3)

r0 . . . . . . . . radius / half width of the axisymmetric / plane jet
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v0 . . . . . . . . average velocity at jet outlet

v⊥ . . . . . . . . virtual velocity of particles transverse to �ow �eld
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N2O5 . . . . . . dinitrogen pentoxide

N2O . . . . . . . nitrous oxide

N2 . . . . . . . . nitrogen

NO3 . . . . . . . nitrate radical
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O2(a) . . . . . . metastable singlet oxygen
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Chapter 1

Introduction

Advances in technology are nowadays often achieved through highly interdisciplinary
and translational approaches. Modern plasma medicine is a prime example: A
diverse scienti�c community of engineers, physicists, chemists, biologists and medical
doctors is engaged in developing suitable plasma sources, investigating the complex
chemistry encountered in atmospheric pressure plasma and its action on biological
tissue [1�9]. Plasma medicine comprises the application of plasma for modi�cation
of surfaces for further medical use [10�12], biological decontamination [4, 13�15], and
its therapeutic application on living tissue. A brief introduction to the topic is given
in section 1.1. The �eld of plasma medicine builds upon the development of novel
cold atmospheric plasma (CAP) sources that generate various active components:
Neutral reactive oxygen and nitrogen species (RONS) are generated in relevant
amounts, but also electrons and ions, (vacuum) ultra violet radiation, visible light,
thermal radiation and electromagnetic �elds are delivered to the treated tissue. The
�rst CAP sources approved as medical device in Germany are available only since
2013 - a breakthrough for the �eld. However, the medical CAP sources that are
available today are based on a variety of di�erent source concepts, each producing
a di�erent cocktail of RONS as presented in section 1.2. This raises a question
of vital importance: What is the optimum reactive species composition for a given
medical application? While this question is eventually to be answered by biologists
and medical scientists in the years to come, the objective of the present work is to
provide the tools required to tackle this problem. As outlined in section 1.3, this
comprises

• a detailed analysis of the interaction of a CAP source with the ambient air,

• the identi�cation and quanti�cation of RONS produced by CAP,

• comprehension of the fundamental processes and control parameters for RONS
generation and,

• based on the previous �ndings, the development of practical means to control
the RONS composition that can be realized both in the lab and in the doctor's
o�ce.
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1.1 Plasma Medicine as New Field of Research

The e�ect of cold atmospheric pressure plasma on living tissue strongly depends on
the plasma properties. Already since the 1970s plasma has been employed for in
therapeutic applications for cauterization and ablation [16�18]. Such applications
primarily rely on a lethal e�ect of the plasma, causing necrosis in treated cells. In
the 2000s it was discovered, that plasma can in fact also be applied in a non-lethal
regime, leaving mammalian cells largely unharmed1 while killing bacteria [22, 23].
This showed the potential for using plasma for the treatment of pathogen-based
diseases. While CAP application in dermatology and dentistry were �rst targeted
in plasma medical research, various further application sites ranging from lung to
gastrointestinal tract are now studied [8]. Also the application of CAP in cancer
treatment is under current investigation [24�26]. Until now neither resistance of
pathogens against plasma treatment nor side e�ects or allergic reactions due to
plasma treatment were observed if applied at appropriate treatment times e.g. as
suggested by the company o�ering the device. [27�30]. In Germany, there are now
three CAP sources that received a CE marking as medical device and were tested
in clinical trials [31�35]. All three devices are based on di�erent source concepts as
discussed in the next section.

1.2 Plasma Sources for Medical Applications

In �gure 1.1 a) - c) three di�erent commercial CAP sources for medical applications
are shown together with schemes of the respective source concepts (d-f). As the
devices operate in ambient air (using rare gases or air as working gases), they gen-
erate a large variety of RONS, which are assumed to play the central role in plasma
medical applications (besides further synergistic e�ects through electrons and ions,
radiation and electric �elds) [20, 21, 36, 37]. While the plasma chemistry in air is
very complex, some crude estimations on general trends concerning the resulting gas
phase chemistry can be made based on the time-of-�ight of RONS from generation
to reaching the target, the gas temperature in the core plasma and the working gas
employed.

kinpen MED: DBD-Type Plasma Jet

The kinpen MED (neoplas tools GmbH, Germany) shown in �gure 1.1 a) is based on
the dielectric barrier discharge (DBD)-type plasma jet concept illustrated in �gure
1.1 d). The electrodes are separated by a dielectric, preventing the formation of
an arc between the electrodes. The device is operated with argon (Ar) as feed gas
at a frequency of approximately 1 MHz. In contrast to its predecessor, the kinpen
09 (neoplas tools GmbH) and the scienti�c version kinpen Sci (which allows for
adjustment and measurement of the voltage applied at the inner electrode as well

1Depending on the treatment time, CAP can also have cytotoxic e�ects on mammalian cells.
However, if applied in appropriate doses, it induces apoptosis, the programmed cell death, in a
fraction of treated cells and does not lead to signi�cant necrosis (as is e.g. caused in burn wounds)
[19�21].
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as feed gas control through external mass �ow controllers; by INP Greifswald e.V.),
it is operated in a burst mode at a frequency of 2.5 kHz with 50% duty cycle. The
average gas temperature in these devices remains close to room temperature (see
article [A3]) and the local temperature in the plasma does not exceed 430 K (based on
measurements of the rotational temperature of nitric oxide, NO) [38]. In the visible
plasma plume of approximately 1 cm length, e.g. atomic oxygen (O) and metastable
singlet oxygen (O2(a)) are abundant highly reactive species, whereas nitrogen oxides
(NOx), especially NO are generated in lower amounts. Average gas �ow velocities
of tens of m/s at the nozzle outlet and the low density of ambient air in the plasma
plume diminishes the formation of slowly generated (on the timescale of ms), but
long-living species like ozone (O3) or dinitrogen pentoxide (N2O5) in large amounts
in the plasma plume. However, these are found in considerable amounts in the
far-�eld (at distances of some cm) of the jet. Note that the RONS concentrations
resulting from therapeutic application are well below the maximum recommended
concentration at the workplace for all RONS, as is evident from the discussion of
the plasma chemistry of the kinpen 09 in chapter 4. Similar RONS output is also
observed in Ar CAP jets operated at higher frequencies [39, 40] and in helium (He)
CAP jets [41, 42].

Figure 1.1: Images of the CAP sources kinpen MED (a), SteriPlas (b) and Plas-
maDerm (c) and the corresponding design concepts DBD-plasma jet (d), plasma
torch (e) and FE-DBD (f). Images (a,b) provided by courtesy of the respective
manufacturers.

SteriPlas: Torch-Type Plasma Jet

The SteriPlas (Adtec Healthcare Ltd, United Kingdom) shown in �gure 1.1 b) and
its predecessors MicroPlaSter Alpha and MicroPlaSter Beta (ADTEC Plasma Tech-
nology Co. Ltd., Japan) are based on the plasma torch design. The devices are also
operated with argon as feed gas, but are driven at microwave frequency (2.45 GHz)
and the driving and grounded electrodes are not separated by a dielectric. Despite
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the similarities in the applied feed gas and gas velocities, the higher gas temperatures
in the core plasma (more than 800 K were measured at the outlet of the device, the
core plasma temperature can be expected to be signi�cantly higher) result in a very
di�erent, NOx-dominated chemistry [43, 44]. This is common for devices operated
at higher temperatures due to the extended Zeldovich NO generation mechanism
[45] and is also observed in air-operated plasma torches [46], the Plason electric
arc plasma generator (Bauman Moscow State Technical University, Russia) [47] or
plasma jets of the micro hollow cathode design operating at high gas temperatures
[48]. A tissue-tolerable temperature at the suggested treatment distance is achieved
through employing an additional cooling unit.

PlasmaDerm: Floating Electrode-DBD

In the �oating electrode DBD concept of the PlasmaDerm (Cinogy GmbH, Ger-
many) device shown in �gure 1.1 c) and f), the skin acts as grounded electrode,
separated from the driving electrode by a dielectric. In DBDs operated in air O3 is
typically the most abundant species, as O generated in large amounts is quickly con-
verted to O3 [49, 50]. As the mass transport is not forced by convection but occurs
through much slower di�usion, signi�cant densities of NOx like nitrous oxide (N2O),
nitrate radical (NO3) or N2O5 can build up on the timescale of minutes [49]. O3

was measured in large quantities in a very similar device [51]. It is noted that DBD
sources can also be operated in both an O3-dominated and, by increasing the in-
put power (and thereby the vibrational energies of nitrogen, N2) an NOx-dominated
mode [52].

1.3 Scope of this Work

Figure 1.2: The argon-
operated plasma jet kin-
pen. Reprint from [A3].

A major goal of current research in plasma medicine is the
identi�cation of plasma-generated RONS responsible for
the biological response of bacteria and mammalian cells
to plasma treatment [20, 36, 37, 53�56]. As discussed in
the previous section, the RONS output of current CAP
sources used in plasma medicine strongly di�ers and quan-
titative data on the RONS generated are rare for most
CAP sources. Detailed knowledge of both the RONS out-
put of plasma sources for plasma medicine and their bio-
logical e�ect on living tissue can help to optimize future
CAP sources towards speci�c applications, avoid poten-
tial side e�ects of plasma treatment and elevates plasma
medicine from a �eld based on heuristic approaches to one
based on scienti�c rigor.
This work is concerned with the identi�cation of the
plasma-chemical mechanisms in the Ar-operated CAP jet
kinpen shown in �gure 1.2 that lead to the generation
of RONS, their quanti�cation and means to control their
composition.
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Figure 1.3: Overview of topics covered in this work.

An overview on the here-presented investigations and their context is given in
�gure 1.3. In chapter 2, the transport of mass and heat through mixing of the
jet with the ambient air is investigated, as both ambient air density in the plasma
plume and temperature signi�cantly a�ect the plasma chemistry. Therefore, a novel
analytical approach to di�usion in jet �ows is developed and quantitative Schlieren
measurements are combined with computational �uid dynamics (CFD) simulations,
yielding not only the ambient air density and gas temperature, but also an estima-
tion of the calorimetric power deposited by the CAP jet. Furthermore a shielding
gas device is introduced which allows to better control the gas the CAP jet is op-
erating in. In chapter 3 the temporal dynamics and propagation mechanisms of
guided streamers on the ns timescale are investigated using phase resolved optical
emission spectroscopy (PROES). The �ndings yield new insights into fundamental
processes in guided streamers, in particular on the role of the electronegativity of
the surrounding gas. In chapter 4 the data obtained from the previous investiga-
tions are used as input values for zero-dimensional (volume averaged) modeling of
the plasma-chemical processes. Such numerical simulations of the plasma chem-
istry are di�cult due to the �lamentary nature of the discharge, the turbulent �ow
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regime and relevant timescales ranging from the ns scale (propagation of guided
streamers), through the µs (repetition rate) to the ms scale (convective and di�u-
sive mass transport). In a novel approach, the fast electron impact reactions and
the comparably slow RONS chemistry are treated in two separate models. The �rst
electron impact reaction kinetics model is closely correlated to experimental data
on fast Ar metastable dynamics. The second RONS chemistry model is veri�ed by
Fourier transform infrared (FTIR) spectroscopy measurements in the far-�eld. The
shielding gas device is used with shielding gas mixtures ranging from pure N2 to
pure oxygen (O2). This provides both a method to control the plasma chemistry
and an additional parameter that can be used to benchmark the model. Through
the insight obtained by the previous experimental and numerical studies, a param-
eter set of molecular feed gas admixtures and shielding gas composition is found
that allows for continuously switching from an O-dominated to a NOx-dominated
plasma chemistry, changing the densities of the respective species by at least two
orders of magnitude while being easy to implement (requiring no further changes to
the plasma source itself).



Chapter 2

Investigations on Mass and Heat
Transport (Articles [A1]-[A4])

As CAP jets for biomedical applications are operated in ambient air, the transport
of mass and heat in the plasma plume strongly a�ects the plasma chemistry. If noble
gases are used as feed gas, the RONS are almost entirely generated from ambient air
di�using into the active plasma plume (with a few RONS being generated from feed
gas impurities). The gas temperature a�ects the reaction rates of gas phase reac-
tions. Furthermore, knowledge of the local gas composition and temperature is also
often required for evaluating measurements, for example when estimating quenching
rates in laser induced �uorescence (LIF) experiments or �tting absorption pro�les
in spectroscopic measurements.

Both transport of mass and of heat can be described by convection-di�usion
equations. For stationary �ows, the transport of species i is described by

ρv · ∇ωi = ∇ · (ρD∇ωi) (2.1)

with mass density ρ, velocity �eld v, mass fraction ωi and di�usion coe�cient D.
Similarly, the heat transport equation reads

ρCpv · ∇T = ∇ · (k∇T ) , (2.2)

where Cp is the heat capacity at constant pressure, T is the gas temperature and
k the heat conductivity. Equations (2.1) and (2.2) are often solved numerically to-
gether with the Navier-Stokes equation of mass and momentum conservation.
While numerical solutions often yield highly accurate results for di�usion in jet �ows
[57], they give less information about the fundamental connections and scaling laws,
as solutions are obtained for a speci�c set of parameters. In section 2.1 a novel
analytical method, the so-termed non-dispersive path mapping (NDPM) approxi-
mation for describing di�usion of ambient species in both plane and axisymmetric
laminar jet �ows is introduced (�rst introduced in article [A1]). As an application
example and prerequisite for further modeling studies, the NDPM approximation is
used for the interpretation of planar LIF measurements on hydroxyl radicals (OH)
(as presented in article [A2]). The combination of the experimental and analytical
approach allows for an estimation of the density of ambient species at the position
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of the guided streamer, even in turbulent jet �ows. Di�usion in turbulent �ows is
further discussed in section 2.2, where Schlieren measurements are combined with
CFD simulations of the jet �ow in order to obtain temporally averaged density and
temperature maps in the plasma plume (from article [A3]). The combination of
Schlieren measurements and CFD simulations also yield the calorimetric power in-
put of the CAP jet. Finally, in section 2.3 a gas shielding device is introduced, which
allows for controlling the composition of the gas the CAP jet is operating in (from
article [A4]).

2.1 Di�usion in Laminar Flows: The Non-Dispersive

Path Mapping Approximation (Articles [A1] and

[A2])

A common analytical approach for the investigation of jet �ows is using boundary
layer theory, �rst introduced by Prandtl in 1904, an approach that simpli�es the
Navier-Stokes equations by dividing the �ow into two areas, one inside the bound-
ary layer, where viscous drag dominates and one outside the boundary layer, where
viscosity is negligible [58]. Schlichting presented boundary layer solutions for ax-
isymmetric jet �ows [59] and Bickley for plane jets [60], using a virtual origin of
the jet (with in�nitesimal width). Such boundary-layer solutions agree well with
experimental results and CFD calculations in the far-�eld of the jet [61]. Based on
the work of Schlichting and Pai, Crane investigated the mixing of jets with ambient
species in both plane [62] and axisymmetric jets [63].
However, boundary layer theory cannot be applied for the investigation of ambient
species di�usion in the near-�eld of the jet, since no actual nozzle of �nite size is
considered. For investigations on di�usion in the near-�eld, e.g. for the estimation
of di�usion �ame lengths, solutions can be derived assuming a uniform velocity �eld
[64, 65]. Sanchez et al. gave the complete solution for the plane and axisymmetric
jet, which is also employed in the NDPM approximation.

Random Walks and Path Mapping

Before NDPM can be applied as approximation to the convection-di�usion equation
(2.1), an exact solution for a simpler case is required. A uniform velocity �eld with
norm v (pointing in z-direction), a constant di�usion coe�cient (e.g. negligible ther-
modi�usion) and an incompressible �ow are assumed. Furthermore, it is assumed
that di�usion can be neglected over convective transport in direction parallel to the
�ow, yielding

v · ∂zn = ∆rn. (2.3)

Here, (r, z) denote the respective Cartesian or polar coordinates and n is the ambient
species density and ∆r = ∂2r or ∆r = r−1∂r(r∂r) for Cartesian or polar coordinates,
respectively.
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Assuming an initial condition n(r, z = 0) = θ(|r| − r0), where r0 is half of the
width (plane jet) or the radius (axisymmetric jet) of the jet and θ(x)= 1 for x ≥ 1,
θ(x) = 0 for x < 0, the analytical solutions to (2.3) were found by Sánchez et al.
[65] and are here denoted as nθ.

The aim of the NDPM approach is to �nd a mapping

ñθ(r̃, z̃) ≈ nθ(r, z), (2.4)

so that ñθ(r̃, z̃) is an approximation for the ambient species density in a non-uniform
velocity �eld v = (vr, vz) for jet �ows with high Péclet number Pe= r0v0/D, where
v0 is the average velocity of the jet �ow. In order to �nd a reasonable mapping, the
paths on which particles di�use from the ambient into a jet �ow with uniform veloc-
ity �eld were investigated in [A1]. In �gure 2.1 a) the trajectories of four particles
that perform a random walk (with random movements in r-direction) starting at the
side of the nozzle into the jet �ow are illustrated. In article [A1] it was shown ana-
lytically that for r � r0 and z0 � z/r0Pe all probable paths closely follow a straight
line from (1, 0) to the given position (r1, z1), illustrated as dashed line in �gure 2.1 a).

Figure 2.1: Random walk of particles with same origin and endpoint in a uniform
velocity �eld (a). The trajectories shown in �gure a) mapped according to the �ow
�eld vz(r), resulting in the mapped trajectories shown in b) and c). The dashed line
is the path (2.5) according to NDPM approximation. Reprinted from [A1].

Each trajectory owns an inherent random walk history. In �gure 2.1 b) paths
with identical random walk history but subject to a non-uniform velocity �eld are
shown. Accounting for the non-uniform velocity �eld, the most probable path is
now mapped according to

∂tx̃ = v + e⊥v⊥, (2.5)

where v⊥ is de�ned as the transverse velocity in direction e⊥ associated to the
unmapped path. Due to dispersion, the endpoints of the random walk trajectories
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are distributed not exactly at the position of, but around the endpoint of the mapped
path. For example a particle with the trajectory (1) spends a longer time in a region
with higher velocity compared to one with trajectory (2). Hence, the endpoint of
trajectory (1) is located further from the nozzle than that of (2). This was evaluated
statistically for 2000 paths as shown in �gure 2.1 c) for di�erent axial distances of
the endpoints. It is observed, that as the endpoint is located further from the nozzle,
the distribution of endpoint positions becomes broader, while the mean values agree
well with the mapped endpoint. In the NDPM approximation the dispersion and
resulting scattering of endpoints is hence neglected and the mapping (2.5) of the
most probable path is performed for every point r < r0.

Results: NDPM vs. CFD Simulation

In �gure 2.2 full CFD calculations (solving the Navier-Stokes equations and the
convection-di�usion equation (2.1) numerically) are compared to two NDPM solu-
tions for both the plane and the axisymmetric jet. The �rst NDPM approximation
uses the velocity �elds shown in �gure 2.2 a) and b) from the CFD calculation for
the NDPM approximation. The second uses a parabolic Poiseuille �ow pro�le for
the whole domain as approximation for the velocity �eld. This approach already
gives a remarkably good agreement with the density distribution obtained from the
full CFD simulation and has the advantage that mapping 2.5 can easily be solved
analytically.
As can be expected, the NDPM approximation becomes less accurate at large dis-
tances where z0 � z/r0Pe is not ful�lled, e.g. the axisymmetric solution becomes
discontinuous at r = 0. This is due to the fact that for the plane jet, the contribu-
tions to the density from the left (r ≤ r0) and the right side (r ≥ r0) of the slit were
mapped separately. In the axisymmetric case this is not feasible and only the paths
originating from r ≥ r0 are mapped, introducing an error which becomes relevant
at larger distances from the nozzle.
In many applications the on-axis density of ambient species is of particular interest.
The NDPM approximation yields especially simple, yet accurate expressions, e.g.
for the Poisseuille �ow the result for the axisymmetric jet is

ñ(r = 0, z) = exp

(
− r

2
0v0

3Dz

)
. (2.6)

Application: Evaluation of LIF Experiments

The NDPM approximation has been applied in several applications: In [66] the on-
axis solution (2.6) was used as a �tting function for the evaluation of experimental
data on the ambient species density obtained from vacuum ultraviolet (VUV) ab-
sorption measurements, in [67] it was used for the estimation of quenching rates of
metastable helium by ambient species in a helium-operated CAP jet and as estima-
tion for the ambient species density in the plug-�ow models presented in chapter 4.
The NDPM approximation was especially useful for the interpretation of planar
LIF experiments performed on OH presented in the following. In the plasma plume
groundstate OH was excited to the OH(A,X)(1, 0) state by a planar laser sheet at
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Figure 2.2: Velocity �eld (a,b) and densities computed by CFD simulation and
NDPM approximation for the plane (a,c) and axisymmetric jet (b,d). Figure
adapted from [A3].

a wavelength of 283.5 nm. Based on previous measurements on other CAP devices
[68, 69] (and later also con�rmed for this jet by reaction kinetics modeling, as shown
in section 4.1), it was assumed that the OH density does not vary drastically in the
visible plasma plume due to typical lifetimes in the ms-range and hence a rather
cylindrical OH-distribution was expected as indicated by the dashed lines in �gure
2.3 a). However, the observed �uorescence produced a pronounced triangular pat-
tern if the jet was operated in the laminar regime at a �ow rate of 0.5 slm while at
a higher �ow rate of 3 slm (�gure 2.3 b) turbulent eddies occur.
The intensity of the LIF signal is proportional to

ILIF ∼
(
τ−1 +

∑
i

niki

)−1
, (2.7)

where τ= 748 ns is the natural lifetime of the excited state OH(A,X)(1, 0) and ki are
the quenching rates coe�cients of OH(A,X)(1, 0) by species i of density ni, which
are two orders of magnitude higher for the molecular species O2, N2 and water (H2O)
than for Ar.
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Figure 2.3: LIF signal at a �owrate of 0.5 slm (a,
laminar case) 3 slm (b, turbulent case), ambient
species mole fraction (c) and LIF signal estimation
calculated by NDPM (d). Adapted from [A2].

The density of ambient species
evaluated by NDPM approxi-
mation and the respective LIF
intensity computed using this
density are shown in �gure 2.3
c) and d). The expected den-
sity pattern reveals the triangle
shape as an e�ect of the strong
quenching of OH(A,X)(1, 0) by
molecular species. The NDPM
evaluation also shows, that a
LIF signal cannot be expected
in regions where the ambi-
ent species density exceeds 1%.
Comparing the laminar and
turbulent LIF signals, this im-
plies that the ambient air den-
sity at distances of a few mm
can be locally lower in the tur-
bulent case than in the laminar
case (while the average density
is much higher due to turbulent di�usion as outlined in the following section 2.2).
The local density is lower in the turbulent case due to the increased velocity (which
is obvious from equation (2.6)). By simultaneously monitoring the LIF signal and
argon emission, it was shown in [A2] that the guided streamer follows the argon-air
boundary in the turbulent �ow. Hence, the ambient species density that the guided
streamer is exposed to on the ns timescale in the turbulent �ow must be higher
than expected from NDPM (due to the deformation of the �ow �eld by turbulent
eddies), but lower than the average value obtained by Schlieren measurements and
Reynolds-averaged CFD simulations described in the next section.

2.2 Di�usion in Turbulent Flows: Quantitative

Schlieren Diagnostics (Article [A3])

Schlieren imaging is a classic technique for the visualization of gradients of the
refractive index in �uid �ows introduced by Toepler in 1864. Several textbooks give
good introductions to the topic [70�73] and also discuss methods for the quantitative
evaluation of Schlieren images. Previously, Schlieren imaging had been used for
qualitative investigations (e.g. in studies of the plasma-�ow interaction) [74�78]
or quantitative investigations in hot jets [79] but not for density and temperature
measurements of CAP jets. Special care needs to be taken as the changes in the
refractive index caused by temperature variations in the plasma plume are of the
same order of magnitude as the changes caused by argon and the surrounding air. In
article [A3] it was shown that the e�ect of refraction by Ar can not only be corrected
for, but it can be used to accurately calibrate the Schlieren system.
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Figure 2.4: Experimental setup for Schlieren measurements. Reprinted from [A3].

In �gure 2.4 the setup used in the measurements presented in [A3] is shown. A beam
of parallel light is generated using an LED emitting at a wavelength of 530 nm (full
width at half maximum, FWHM of 40 nm), di�usion disc and an aperture of 0.2 mm
diameter which is placed in the focal point of a lens with 200 mm focal length.
The beam of parallel light passes the test section and is subsequently collimated by
a second lens. In the focal point of the second lens a knife edge is placed which
reduces the total intensity on the behind charge-coupled device (CCD) detector by
approximately 58%. A dielectric �lter is placed in front of the CCD detector in
order to prevent light emitted by the plasma jet itself from reaching the detector.
In order to determine an axisymmetric refractive index distribution η(r) in the test
region, two measurements need to be performed. Both the intensity I with Schlieren
and second the intensity Ik without any Schlieren in the test region are measured
and the resulting contrast c = (I − Ik)/Ik is determined. Furthermore, the contrast
c�. measured with argon gas �ow turned on and plasma turned o� and cpl. need to be
determined separately. Using the Gladstone-Dale relation and applying an inverse
Abel transformation, it is shown in [A3] that the mole fractions of air and argon are
linked to the contrast c by the relation

xAr = 1− xair =
ĉ�.

Sn(ηAr − ηair)
with ĉj =

∫ ∞
r

cj(y)dy

π
√
y2 − r2

. (2.8)

Here S is the sensitivity of the Schlieren system and ηi are the indices of refraction
of air and argon at the given pressure. Assuming that the mole fractions of air and
argon are not signi�cantly changed as the plasma is turned on, the temperature is
determined as

T = T0
ηair + ĉ�./S − 1

ηair + ĉpl./S − 1
, (2.9)

where T0 is the ambient room temperature.

A CFD simulation of the jet �ow was performed using Comsol Multiphysics
(Comsol AB, Sweden). The Navier-Stokes equations were solved with the convection-
di�usion equation (2.1) and heat equation (2.2). In the heat equation (2.2) a heat
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Figure 2.5: Argon mole fraction and temperature ob-
tained from CFD simulation and Schlieren measure-
ment. Reprinted from [A3].

source was added, heat-
ing the gas inside of
the capillary in order to
mimic heating by the
plasma. The thermal
input power was varied
until good agreement of
CFD simulation and ex-
perimental results was ob-
tained in the downstream
region.

The results of both
Schlieren measurements and
CFD simulations are shown
in �gure 2.5. The eval-
uated argon mole fraction
agrees remarkably well with the CFD simulation result. In the direct vicinity of the
nozzle the experimentally obtained density does not show an as sharp demarcation
line as the CFD simulation, which presumably results from the limited resolution
of the Schlieren system. The measured temperature also agrees well with the sim-
ulated values and additional probe measurements (which was unexpected as the
probe was thought to in�uence the plasma through charging of the surface and/or
polarization of the dielectric material). From the experiment it can be assumed,
that while the majority of heat is deposited inside of the capillary, some heating in
the plasma plume does occur. The good agreement in the far-�eld of the jet allows
for an estimation of the calorimetric power of the plasma jet of 1.1 W.

2.3 Control of Ambient Species Di�usion: Shielding

Gas Devices (Article [A4])

CAP jets for biomedical applications are commonly operated in open air. In jets
operated with noble gases, most RONS are generated from ambient air that di�uses
into the e�uent of the plasma jet. However, the ambient air is subject to changes
in the humidity level and may also change signi�cantly if the jet is operated over
surfaces, vessels or ori�ces of the body due to recirculation of Ar as shown in [A4].
While the e�ect of changes in the ambient humidity on RONS production is mi-
nor as shown in section 4.2 (contrary to the e�ect of humidity in the feed gas of
CAP sources, which can strongly a�ect the RONS chemistry), it is still unknown
what e�ect a recirculation has on the RONS production and the biological response,
respectively. In order to achieve a better control over the reactive species output,
a shielding gas device was designed using CFD simulations as shown in �gure 2.6
a). The jet is placed inside of a shielding gas device made of glass. The shielding
gas forms a gas curtain around the plasma plume, e�ectively shielding it from the
environment. In �gures 2.6 b) and c) the visible e�ect of using no shielding gas (b)
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and oxygen as shielding gas (c) is shown. In the case of oxygen shielding gas the
purple N2 emission vanishes. The impact on the reactive species chemistry through
using di�erent shielding gas compositions is thoroughly investigated in chapter 4.
Besides the viability studies on keratinocytes presented in [A4], the shielding gas
device has been used in further biological studies on keratinocytes, immune cells
and bacteria [20, 21, 56, 80]. Changing the composition of the shielding gas does
not merely a�ect the local reactive species chemistry, but can also in�uence the
fundamental processes leading of guided streamer propagation in the plasma plume,
as investigated in the following chapter 3.

Figure 2.6: CFD simulation of the shielding gas �ow (a) and photographs of the jet
operating without shielding gas �ow (b) and with oxygen shielding gas (c). CFD
simulation result (a) adapted from [A6], images (b,c) reprinted from [A4].
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2.4 Major Findings on Mass and Heat Transport

• NDPM is an entirely new analytical approach capable of estimating the di�u-
sion of ambient species into laminar jet �ows.

� Comparison to CFD simulations of jet �ows yielded good agreement,
especially in the near-axis region close to the jet nozzle.

� In case a simpli�ed, e.g. a Poisseuille �ow pro�le can be assumed, the
NDPM approximation yields very simple expressions for the on-axis den-
sity.

• The NDPM approximation was applied for the evaluation of LIF measurements
on OH. Through comparing measurements on laminar and turbulent jet �ows,
it was shown that along the path of the guided streamer the ambient species
density is typically less than 1%.

• Quantitative Schlieren measurements can be used to determine the average
ambient species density and temperature in argon-operated CAP jets.

� As the gradient of the refractive index through mixing of argon and air is
in the same order of magnitude as caused by the increase in temperature,
the mixing needs to be accounted for in order to achieve accurate results
with sub-Kelvin accuracy.

� Through combining Schlieren measurement with CFD simulations includ-
ing a virtual heating term accounting for the heating by the plasma, an
estimation of the calorimetric power input by the plasma of 1.1 W was
obtained.

• The lower bound of the ambient species density at the position of the streamer
in the turbulent jet �ow can be estimated by NDPM approximation, assuming
molecular di�usion. The upper bound is given by the average density measured
in Schlieren experiments.

• A shielding gas device was developed which can be used to control the gas the
CAP jet is operating in.
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In�uence of Ambient Gas
Composition on Guided Streamer
Propagation (Article [A5])

In [81] it was �rst reported that the kinpen features a strong temporal dynamics
on the ns timescale. Similar emission phenomena had previously been observed
in CAP jets operated with noble gases in the kHz regime and had been termed
"plasma bullets" [82�86]: Localized emission phenomena, which propagate of speeds
of tens to hundreds of km/s along the channel formed by the noble gas. These
phenomena were investigated in several modeling studies and it was found, that
the propagation mechanism is similar to that of streamers in air [87�91]. The fact
that these streamers are guided by the noble gas channel was attributed to the
lower electric �elds that are required for the propagation in noble gases than in
the surrounding air and memory e�ects such as preionization and accumulation of
excited species from the preceding streamer.
For guided streamers propagating in dielectric tubes it has been found that surface
charges that are generated in front of the streamer head promote the propagation of
the ionization front by turning the electric �eld in propagation direction [92]. This
especially leads to negative streamers propagating faster than positive streamers in
tubes - a behavior that is adverse to what is observed for streamers in air, where
di�usion of electrons signi�cantly slows down the propagation of negative streamers
[93].
Throughout all measurements presented in this and the following chapter, the kinpen
has been used with the shielding gas device introduced in section 2.3 and a mixture of
O2 and N2 was used at varying mixing ratios. Changing the ambient gas in which the
CAP jet is working in can be expected not only to a�ect the local plasma chemistry,
but also the propagation mechanisms of the guided steamers. In previous studies
it was found that He operated CAP jets that produce a con�ned discharge when
emanating into air produce rather broad and di�use discharges when emanating
into He [94, 95]. In article [A5] it was found that an important factor promoting the
con�nement and propagation of guided streamers within the channel of noble gas is
the electronegativity of the surrounding gas.
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3.1 Experimental Setup for Guided Streamer Inves-

tigation

Phase resolved optical emission spectroscopy is used in order to investigate the tem-
poral dynamics of the plasma jet on the ns timescale. The experimental setup and
gating sequence are shown in �gure 3.1. A high-repetition rate gated intensi�ed
CCD (ICCD) camera (LaVision PicoStar HR12) was used for the imaging. The im-
age intensi�er consists of a photo cathode, multi channel plate (MCP) and phosphor
screen. The kinpen Sci generates a trigger signal that is fed to the camera control
unit. During each period of the plasma jet the control unit gates the MCP for 1 ns
after a �xed phase locked delay with respect to the trigger signal. The gating signal
and the voltage applied at the inner electrode of the jet are monitored on the oscil-
loscope allowing an assignment of the image with the phase of the jet. By varying
the delay with respect to the trigger signal phase resolution is obtained. The expo-
sure time of the CCD was adjusted for the light intensity and ranges from 20 ms to
800 ms. A 707 nm �lter with a spectral FWHM of 9 nm was used for observing He
emission (706.5 nm) or Ar emission (706.7 nm) and a 390 nm �lter (FWHM 20 nm)
was used for N2 emission (�rst negative system, FNS and second positive system,
SPS).

Figure 3.1: Schematics of the experimental setup and principle of the phase resolved
optical emission measurements. In the sketch of the oscilloscope, the dotted black
line represents the voltage signal, the dashed green line the trigger signal and the
continuous blue line the gating signal for the MCP. Image and description of setup
reprinted from [A5].
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3.2 Electronegative Molecules A�ect the Guided

Streamer Propagation in a Helium-Operated Jet

(Article [A5])

While for technical and biomedical applications operating the jet with Ar is more in-
teresting due to its lower price and higher availability, performing optical diagnostics
on the Ar-operated jet on the other hand is more challenging due to the statistical
movement of the �lament in the plasma plume. Therefore He was used as feed gas
in the following fundamental investigations on guided streamer propagation.
In �gure 3.2 the phase resolved emission of nitrogen and helium is shown using N2,
synthetic air (20%O2, 80%N2) and O2 as shielding gas. A qualitative di�erence
can be observed during the positive half-cycle (with positive voltage at the inner
needle electrode) between the pure N2 case and the cases with air or O2 shielding
gas. In the latter cases, an excitation wave travels against the �ow direction from
phase position 4 to 10 originating from the ambient towards the needle electrode,
clearly visible in the short-lived He emission, while with N2 shielding hardly any He
emission occurs.
During the negative half-cycle shown in �gure 3.2, also clear di�erences occur. With
nitrogen shielding a strong N2 emission occurs at the side of the nozzle between
phase positions 20 and 24. This phenomena is not followed by signi�cant increase
of radiation in the downstream region, neither from N2 nor from He. In case of air
and O2 shielding helium emission is observed between phase positions 18 and 24.

Figure 3.2: N2 and He emission for di�erent shielding gas compositions. Phase
positions 1 to 14 show the emission during the positive, positions 15-28 during the
negative half cycle. Note that the He emission intensity for the N2 shielding case is
multiplied by a factor ten compared to the He emission for the synthetic air and O2

case. Adapted from [A5].
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These observations led to the hypothesis, that in case of N2 shielding, the ioniza-
tion wave propagates radially outwards after leaving the nozzle during the negative
half cycle, causing strong nitrogen emission at the side of the nozzle. This was fur-
ther investigated by computer simulations by S. Norberg (University of Michigan at
Ann Arbor, USA) using nonPDPsim, an electrohydrodynamics and �uid dynamics
package developed by the group of Mark Kushner at University of Michigan at Ann
Arbor [96, 97]. In order to obtain manageable computation times, a single negative
pulse was simulated. Besides cases with O2, air and N2 shielding gas, a fourth case
with a �ctitious electronegative nitrogen eN2 shiedling gas was studied. This eN2

species inherited all reaction coe�cients from N2, but allowed for additional electron
attachment reactions, inhereting the respective rate coe�cients from O2.

Figure 3.3: Comparison of electron density obtained
by simulation (left) and N2 emission from PROES.
Reprinted from [A5].

In �gure 3.3 a snapshot
of the simulation result is
shown together with nitro-
gen emission at phase po-
sitions 22. If N2 shield-
ing gas is used, electrons
tend to drift outwards to-
wards the outer electrode.
If O2 shield gas is used,
electrons that drift out-
wards attach, forming neg-
ative ions that have a low
mobility compared to electrons. It was found that the electric �eld produced by
these anions focuses electrons towards the axis of the jet.

In this sense, the negative ions produced by an electronegative shielding gas
play a role similar to the charging of the dielectric by electrons for negative stream-
ers propagating inside tubes. In these cases, the surface is charged in front of
the streamer head and turns the electric �eld in parallel to the axis of the tube
which reinforces the streamer propagation [92]. The second e�ect of the elec-
tronegative gas is the attachment process itself, which prevents ionization waves

Figure 3.4: N2 Emission (phase position
22) with additional cross�ow. Note: Ex-
posure time reduced by 85% in right im-
age. Adapted from [A5].

from propagating outwards in radial di-
rection. In the N2-shielded case these
two con�ning mechanisms are absent.
As O2 and eN2 shielding show the same
behavior, it is clear that the observed
dynamics is not an e�ect of other plasma
chemistry, but of the electronegativity of
the surrounding gas. This electrostatic
focussing presumably also causes higher
electron energies and hence e�ects the
stronger He emission when O2 is present
in the shielding gas. The origin of the
counter-propagating emission phenom-
ena is not yet fully understood. One
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hypothesis is, that the guided streamer during the negative half-cycle can deposit
negative charge forming anions in the downstream region of the jet. This charge
could then form a seed for a streamer propagating towards the anode during the
consecutive positive half-cycle.
In a further experiment additional N2 or O2 was provided asymmetrically to the
plasma plume using a pipet, while the jet is shielded with pure N2. A low �ux of
0.1 slm through the pipet was used. As shown in �gure 3.4, the emission is not
disturbed if N2 is introduced through the pipet, but the discharge is pushed to the
side opposing the pipet, if O2 is introduced. This non-local e�ect strongly supports
the hypothesis that anions formed from O2 can guide and focus the guided streamer
in the plasma plume.

Figure 3.5: Ar emission for di�erent shielding gas compositions. Phase positions
1 to 14 show the emission during the positive, positions 15-28 during the negative
half-cycle.

3.3 Observations on an Argon-Operated Jet

Due to the turbulent �ow and the �lamented nature of the discharge when operating
the jet with Ar, PROES measurements are smeared due to the averaging over many
cycles. In �gure 3.5 the phase resolved on-axis emission from Ar is shown using O2,
air and N2 as shielding gas. As for the He-operated jet, the observed dynamics is
hardly a�ected when oxygen is present in the shieding gas. A strong emission in the
vicinity of the nozzle occurs during both the positive half-cycle at phase positions 3
to 10 and the negative half-cycle at phase positions 20 to 25 when pure N2 is used as
shielding gas, which is similar to the emission at the side of the nozzle observed in
the He experiments. It is hence assumed that a similar electrostatic focusing e�ect as
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observed in He also is responsible for the changes in the dynamics in the Ar-operated
jet. However, further investigations are required to clarify these processes. The
emission hardly changes when the O2 content in the shielding gas is larger than 5%.
Hence it is assumed that the excitation of Ar is largely independent of the shielding
gas composition for these cases. Furthermore a temperature probe measurement was
performed in the plasma plume at 8 mm axial distance. A constant gas temperature
of 321.8 K was measured for O2 content of 20% and higher. From 20% to 0% it
dropped linearly to 320.3 K. Both PROES and temperature measurements hence
imply that the energy deposited in the plasma plume is not signi�cantly a�ected
when O2 is present in the shielding gas, and may drop mildly if no O2 is present,
which is an important result for plasma chemical modeling.

3.4 Major Findings on Guided Streamer Propaga-

tion

• An electrostatic focusing mechanism was discovered that a�ects the propaga-
tion of guided streamers in He-operated CAP jets operated in electronegative
gases.

� During the negative half-cycle of the jet, electrons tend to drift radially
outwards in the plasma plume. In electronegative gases electrons attach
in the He-air interface, forming a tube of comparably immobile anions.

� This results in a negative space charge that contributes to con�ning the
guided streamer in the He channel and promotes its propagation.

• During the positive half-cycle of the jet a counter-propagating emission phe-
nomenon was observed which only occurs when the jet is shielded with O2-
containing gases. It is assumed, that this is caused by negative charge which
is deposited in anions during the negative half-cycle and yields seed electrons
for a cathode-directed streamer during the positive half-cycle.

• Measurements on the Ar-operated jet show similar trends, suggesting that
the electrostatic focusing mechanism may also be responsible for the observed
behavior in the Ar-operated jet. Due to the turbulent �ow and �lamented
plasma the results are not as clear as is the case for the He-operated jet.
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Measurement, Modeling and Control
of Plasma-Generated RONS
(Articles [A6] and [A7])

A major goal of current research in plasma medicine is the identi�cation and quan-
ti�cation of RONS that are generated by CAP sources. Naturally, a quanti�cation
of RONS directly in the plasma plume of the kinpen would be desirable. However,
due to the �lamentary nature of the discharge, the turbulent �ow and the small
absorption length in the plasma plume, this is di�cult to achieve. Filamentation
and turbulence also make numerical modeling di�cult. While space resolved models
of He CAP discharges can yield detailed information on the discharge development
[87, 88, 90, 91, 98, 99], they are computationally demanding since the timescales
of interest typically range from ns to ms and hence the number of species and
reactions that can be taken into account is limited. An alternative approach is
the reduction to zero-dimensional (volume averaged) models, which come with the
advantage of fast computation times and the possibility of including thousands of re-
actions [39, 41, 49, 100]. However, such approaches are generally not self-consistent
and hence need close correlation to experimental data. Recent approaches aim at
reducing the computational cost for spatially resolved models by simulating only one
cycle of a given CAP device, thereby obtaining the production rates of the RONS.
These rates are then reused for the computation of the further development of the
plasma chemistry [50, 101, 102]. However, even simpli�ed space resolved models are
out of reach for the turbulent and �lamented CAP jet that has been investigated in
this work.
Since the kinpen is commonly used with pure Ar feed gas, the quanti�cation of
RONS in this operation mode is the primary goal of the following studies. In arti-
cles [A6] and [A7] the RONS were quanti�ed using FTIR spectroscopy in the far-�eld
of the jet as described in section 4.1, where large absorption lengths can be real-
ized by using a multi-pass cell. This naturally yields insu�cient information on the
RONS that can be expected within the plasma plume. In the present work, the
plasma chemistry is therefore investigated by combining these measurements with
zero-dimensional kinetic modeling approach. First, the local processes in the guided
streamer are modeled using an electron impact reactions kinetic model, which is
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closely correlated to densities of metastable argon (Ar∗, Ar(1s5) state) obtained by
laser atom absorption spectroscopy (LAAS) measurements. A second plug-�ow re-
action kinetics model is then employed to investigate the formation of long-living
RONS. The second model is validated by FTIR measurements in a parametric study,
where the shielding gas composition is varied from pure N2 to pure O2.

4.1 Experimental Setup and Time-of-Flight Estima-

tion

In �gure 4.1 the setup used in the FTIR measurements is shown. The RONS density
in the far �eld of the kinpen operated with Ar and with the shielding gas device was
measured using an FTIR spectrometer (Vertex 80v, Bruker, USA). A multi pass
cell (MPC) allowing for an absorption length of L = 32 m was used in order to
increase the sensitivity of the system. The CAP jet with the shielding gas device
was mounted to a glass chamber with a volume of 0.5 l.
The multi pass cell was either operated at a pressure of 100 mbar (measurements in
article [A6]) or 600 mbar (article [A7]). While setting a low pressure in the MPC
has the advantage that the reactions in the MPC are slowed down, the density of
RONS and hence the sensitivity of the system decreases respectively.
As the RONS that are generated by the CAP jet continuously take part in further
reactions while being transported from the glass chamber to the MPC and in the
MPC itself, an estimation of the time-of-�ight is essential. This was achieved by
CFD simulations as shown in �gure 4.1 b). At the inlet of the glass chamber where
the CAP jet resides, a virtual tracer species was introduced with the �ow for 10 ms.
At the glass chambers outlet to the MPC the mass �ux of this tracer species was
recorded, yielding the impulse response shown in �gure 4.1 c). It was found, that
while RONS can reach the MPC 0.1 s after they are generated by the CAP jet, many
reside in the glass chamber for several seconds. In order to obtain quantitative
results, cross sections σi of the respective species i at the given temperature and
pressure are obtained from the HITRAN [103] and PNNL [104] databases. A �tting
routine was developed, in which the densities ni of all species i are used as �tting
parameters so that the absorbance function

A({ni}) = − ln
I(ν)

I0(ν)
=
∑
i

niσi(ν)L (4.1)

matches the experimental data. Here L is the absorption length, ν the wavenumber
and I0 the intensity measured when the plasma is turned o�.

Electron Impact Plasma Reaction Kinetics Model

The plasma chemical processes that occur within the guided streamer are investi-
gated with a zero-dimensional electron impact plasma reaction kinetics model. The
rate balance equations are solved together with a local energy balance equation.
In the model 51 electron impact, attachment and argon heavy particle reactions
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Figure 4.1: Schematics of the setup used in the FTIR measurements (a). The
encircled labels 1 to 3 correspond to the simulation steps of the neutral species
kinetic model. The residence time in the glass chamber was modeled by introducing
a tracer species (b), yielding the impulse response shown in c). Adapted from [A6].

are considered. The density of Ar(4s,3P2) in the guided streamer was measured by
laser atom absorption spectroscopy by Dr. Jörn Winter (INP Greifswald) on the
Ar(1s5−2p9) optical transition at a wavelength of 811.53 nm using an acousto-optic
laser system (EasyLAAS, neoplas control GmbH, Germany). In the evaluation of
these measurements the diameter of the �lament was assumed to be 100µm based
on single-shot ICCD measurements by Iseni et al. [105].
The pulse width and input power Pin were used as free parameters used for �tting
the modeled to the measured Ar(4s,3P2) density as shown in �gure 4.2. A maximum
electron temperature of Te = 3.9 eV and electron density of approximately 1012cm−3

was obtained. As shown in �gure 4.3 a), the measured Ar(4s,3P2) state is the state
with the highest abundance of all excited Ar states. The argon excimer Ar∗2 is formed
at large quantities from excited Ar states and Ar+2 ions are generated from Ar+ in
three body collisions due to operation of the CAP jet at atmospheric pressure. In
�gure 4.3 b) the production rate of several primary RONS, de�ned as RONS that
are generated directly from air species, are shown as computed from the electron
impact model at di�erent ambient air densities at the position of the streamer head.
It is shown that most primary RONS are generated from reactions involving excited
Ar species rather than through direct electron impact reactions. An exception are
the O2(a) states, which carry a low energy of 0.98 eV and hence have a minor e�ect
on the generation of long-living RONS as studied in article [A6]1. The dominant

1They are, however, important for the generation of O from O3 in the downstream region of the
jet [39]. As O largely reacts with O2, again forming O3, this hardly a�ects the far-�eld chemistry
monitored in the FTIR experiments.
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Figure 4.2: Input power and electron properties (a) at air mole fractions of 10−4

to 10−2 and �t of computed Ar∗ density to experimental data (b). Reprinted from
[A7].

role of Ar∗ for the generation of primary RONS gives rise to the neutral reactive
species reaction kinetics model presented in the following section.

Figure 4.3: Densities of argon species computed by the model (a) and contributions
to primary RONS production in reactions involving excited Ar species or electron
impact reactions (b). Reprinted from [A7].

Neutral Reactive Species Reaction Kinetics Model

In the neutral reactive species kinetics model takes into account 22 species and 98
reactions listed in the appendix of article [A7]. In this zero-dimensional (volume av-
eraged) plug �ow approach, the local reaction kinetics is solved in a volume element
co-moving with the �ow. In this model no charged species are taken into account.
Based on the �ndings from the electron impact model, an additional pulsed Ar∗

source term is used as sole energy input in this second model, as excited Ar species
were found to be the dominant source of primary RONS. The magnitude of this
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source term is a �tting parameter in the model, but the same magnitude is used re-
gardless of the shielding gas composition (consistent with the PROES measurements
presented in chapter 3). The simulation is subdivided into three steps corresponding
to the conditions in the experimental setup. The simulation steps successively model
the reaction kinetics in the e�uent, the glass chamber and the MPC as illustrated
in �gure 4.4 a).

Figure 4.4: Scheme of the the simulation steps in the neutral species reactions
kinetics model (a) and ambient air density and temperature assumed in the plasma
plume (b). Figure and description of the model steps adapted from [A7].

Step 1: Plasma Plume (0 to 0.4 ms)

The diameter of the co-moving volume element is chosen to be 1 mm in the plasma
plume, which roughly corresponds to the diameter of the visible plume. This value
is larger than the diameter of the guided streamer (estimated around 100 µm).
The model can hence only yield densities averaged over the volume element, while
the actual local densities may be higher or lower (due to di�usion). In the plasma
plume region a periodic Ar∗ source term was introduced. In �gure 4.4 b) the as-
sumed density of N2 and O2 di�using into the e�uent of the jet, the feed gas Ar
and H2O originating from impurities in the gas bottles and/or tubing is shown.
The temperature pro�le was adapted to match the results obtained in the Schlieren
measurements discussed in section 2.2. The density of ambient species was esti-
mated using the NDPM approximation (equation 2.6). An intermediate di�usion
coe�cient based on literature values for laminar di�usion and computed turbulent
di�usion coe�cient (as obtained from the Schlieren measurements and respective
CFD simulations) was chosen.
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Step 2: Glass Chamber (0.4 ms to 1 s)

As the argon jet will rapidly mix with the shielding gas, an instant dilution of all
reactive species in the glass chamber is assumed. This corresponds to an expansion
of the volume element from 1 mm to 2.6 mm diameter (which at an average velocity
of 25 m/s yields a mass �ow of 8 slm) and a dilution of the species by a factor 0.15.
Based on CFD simulations shown in �gure 4.1 an average residence time of 1 s is
assumed.

Step 3: Multi Pass Cell (1 to 120 s)

In the MPC the pressure is reduced to 600 mbar and hence all species are diluted
by a factor 0.6. As the reactive species are continuously measured while residing in
the MPC, the densities computed by the model are averaged over the interval from
t = 1 s to tmax = 120 s corresponding to the estimated residence time.

Figure 4.5: Density of RONS as obtained by FTIR measurements and the neutral
reactive species reaction kinetics model. Reprinted from [A7].
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4.2 The In�uence of the Ambient on the Reactive

Species Production

Figure 4.6: Dynamics of O3 and NO2 den-
sities upon variation of humidity in the
shielding gas. Reprinted from [A6].

In �gure 4.5 the densities of O3, N2O5,
NO2, nitric acid (HNO3), N2O and
carbon dioxide (CO2) obtained from
FTIR measurements and reaction kinet-
ics model are shown when the shield-
ing gas composition is varied from pure
N2 to pure O2. In the model the O3

density was �tted to the experimental
data by varying the magnitude of the
Ar∗ source term (performed once for all
simulation runs). The dynamics of O3,
N2O5, NO2 and N2O was predicted cor-
rectly by the model. The model also
predicts nitrous acid (HNO2) which was
not detected. However, the predicted
HNO2 and HNO3 values sum up to the measured value of HNO3, possibly indi-
cating that a conversion from HNO2 to HNO3 takes place that is not included in
the model. The measured CO2 presumably results from impurities (e.g. carbon
monoxide, CO) in the feed gas. Based on this data, the RONS densities resulting
from a therapeutic application can be assumed to be well below the maximum al-
lowed workplace concentrations2. For the produced nitrogen oxides, the permissible
exposure limits are of no concern due to the low densities of the respective species.

Figure 4.7: Simpli�ed overview of reactions mechanisms leading to the formation of
long-lived RONS.

2E.g. for the most abundant species O
3
, the kinpen 09 (with air as shielding gas) could be

operated continuously for more than one hour in a 50m3 room, assuming that all generated O3

is accumulated (no ventilation and no destruction of O
3
), before the permissible exposure limit of

0.1 ppm according to the National Institute for Occupational Safety and Health is reached [106].
Also note that the kinpen Med employed for therapeutic applications can be expected to produce
signi�cantly less O3 due to its 50% duty cycle.
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Figure 4.8: Temporal development of RONS densities in the plasma plume.
Reprinted from [A7].

The model allows for a detailed analysis of the reaction pathways leading to the
net production of these measured species. While a detailed analysis of the pathways
can be found in article [A7], �gure 4.7 gives a very simpli�ed summary of relevant
processes. The model also allows for an estimation of reactive species that can be
expected in the plasma plume.

In �gure 4.8 the species development in the plasma plume is shown as computed
by the model for synthetic air shielding. Note, that most of the species detected in
the FTIR can only be expected in comparably low quantities in the plasma plume
(e.g. O3 or N2O5), while their chemical predecessors (e.g. O, NO) reach high
densities in the plasma plume but have too short lifetimes to be measurable in the
MPC.

CAP devices that are operated in open air are exposed to varying atmospheric
humidity. If the level of humidity is changed in the feed gas of CAP devices, this
can heavily a�ect the reactive species output. In case of the argon-operated CAP
jet, the in�uence of changes in the ambient humidity result from air di�using into
the jet. The e�ect on O3 and NO2 produced by the jet was investigated by varying
the humidity of synthetic air used as shielding gas and is shown in �gure 4.6.

While the net production of NO2 is hardly a�ected, the amount of O3 produced
signi�cantly drops with increasing humidity. The main reason for this is that the
production of O from reactions of O2 with Ar∗, Ar∗2 or metastable nitrogen (N2(A))
is reduced as the rate coe�cients for these species reacting with H2O is signi�cantly
higher than for dissociating H2O. However, as in Germany the relative atmospheric
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humidity typically varies between 40% and 100%, its relevance for practical appli-
cations can be expected to be minor for argon-operated CAP jets, whereas a large
in�uence on RONS generation and biological response to plasma treatment was
found if the feed gas humidity is changed, e.g. the viability of human skin cells is
strongly a�ected by the feed gas humidity [107, 108].
Varying the shielding gas composition is useful for verifying the reaction kinetics
model and hence unraveling the complex reaction networks, but also for tailoring
the RONS output towards a speci�c application. This can be achieved most suc-
cessfully when both shielding gas and feed gas admixtures are employed as shown
in the following section.

4.3 Selective Reactive Species Generation

Adding molecular admixtures to the feed gas is an e�ective way to increase the
RONS output of CAP jets. In the previous measurements this option was not
chosen in order to work on a system that is as close as possible to the numerous
biological investigations performed with the CAP jet kinpen 09 which were mostly
conducted without admixtures. However, based on the �ndings on reactive species
generation, a novel method is proposed that for the �rst time at all allows for a
continuous switching between an O/O3 to an NOx dominated plasma chemistry in a
CAP jet. Therefore, both the shielding gas composition and the feed gas admixture
are controlled. In �gure 4.9 the dynamics of O3 and NO densities are shown when
the composition of the feed gas admixture (amounting to 1% of the feed gas �ux) is
varied from pure N2 to pure O2. The feed gas is either dry or humidi�ed by bubbling
the molecular admixture through water (yielding a feed gas humidity of 320 ppm
measured with a chilled mirror dew point hygrometer DewMaster, EdgeTech, USA)
and as shielding gas N2 is used. Humidifying the feed gas inhibits the production of
O/ O3 as the quenching of Ar∗ by H2O forming OH and H is faster than the reaction
of Ar∗ with O2 and at the same time the generation of NO through the reaction of
N with OH is increased. This means that the plasma jet can be operated in di�erent
modes that reproduce a similar chemistry as the CAP devices presented in section
1.2.

Figure 4.9: O3 and NO densities measured via FTIR spectroscopy for with dry (a)
and humid (b) feed gas with varying admixture composition in 10% steps. The
shielding gas is N2. Data points not shown are below detection limit.



40 CHAPTER 4. PLASMA-GENERATED REACTIVE SPECIES

O-Dominated Treatment

When operated without shielding gas device and with or without molecular feed
gas admixture, the kinpen produces a plasma chemistry where short-lived species -
dominantly O - are present at high densities at typical treatment distances of 1 cm
(see �gure 4.8).

O
3
-Dominated Treatment

At larger treatment distances of a few cm but with previous device operating param-
eters, dominantly O3 and further rather long-living RONS are present as observed
in the FTIR far-�eld measurements (see �gure 4.8). In this sense the chemistry is
similar to what is typically observed in DBDs operating in air.

NO
x
-Dominated Treatment

An NOx dominated plasma chemistry typical for high power sources (e.g. observed
in plasma torches or DBDs in high power mode) can be achieved by using N2 as
shielding gas and employing a lightly humidi�ed molecular feed gas admixture as
described above (see �gure 4.3).

OH-Dominated Treatment

In order to achieve the previous NOx dominated chemistry, the feed gas humidity
must be kept at a signi�cant (in the order of hundreds of ppm) but still low (e.g.
lower than 2000 ppm), as otherwise almost exclusively water-related species (espe-
cially OH, HO2 and hydrogen peroxide (H2O2) can be expected, while all densities
of other RONS are diminished [108]. At high water concentrations, H2O2 is the only
reactive species detectable in the far-�eld of the jet [107, 108].

The treatment options described above can easily be understood by retracing
the pathways in the simpli�ed reaction scheme shown in �gure 4.7 considering Le
Châtelier's principle of dynamic equilibrium3. It is noted that the proposed treat-
ment options with lightly humidi�ed feed gas (shown in �gure 4.9 b) also have a
practical advantage. Winter et al. [109] have shown that it can take a few minutes
to some hours (depending on used tubing materials) until dry feed gas conditions
can be reached due to di�usion of humidity through walls of the tubing of CAP
sources. A feed gas humidity in the order of hundreds of ppm can be reached in a
reproducible manner and presumably fast enough for practical applications in the
doctor's o�ce.

3This is of course a drastic simpli�cation as the CAP jet chemistry is not an equilibrium system
and in reality thousands of reactions are involved. In most cases it is not possible to make sound
predictions concerning CAP chemistry on such oversimpli�ed considerations due to the complex
electron and ion dynamics involved.
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4.4 Major Findings on RONS Measurement, Mod-

eling and Control

• The production of O3, NO2, N2O, N2O5 and HNO3 by the argon-operated
kinpen with shielding gas device can be controlled e�ectively by varying the
shielding gas composition from pure N2 to pure O2.

• CFD simulations revealed that the time-of-�ight of particles in the FTIR spec-
troscopy setup (before they reach the absorption measurement cell) varies from
∼ 0.1 s to several seconds.

• An electron impact reaction kinetics model was established in order to simulate
the local plasma chemical processes in the streamer. The input power assumed
in the model was adjusted to obtain an agreement of the predicted Ar(1s5)
densities with densities obtained from LAAS measurements.

� The model showed that in the streamer most primary RONS are not gen-
erated directly by electron impact reactions, but via reactions of excited
Ar species with air species.

� The model yielded peak electron temperatures of 3.9 eV and electron
densities in the order of 1012 cm−3.

• Based on the �ndings from the electron impact model, a neutral reactive
species reaction kinetics plug-�ow model was implemented which uses an Ar∗

source term as sole energy input.

� The ambient species density and temperature in the plasma plume were
estimated based on the previous Schlieren and NDPM investigations.

� The PROES measurements suggest that the Ar∗ source term can be as-
sumed independent of shielding gas composition (at least for O2 shielding
gas content greater than 5%).

� The model is subdivided into three steps, accounting for the plasma
plume, the near-�eld and the multi-bass cell of the FTIR-spectrometer.
It yields excellent agreement with the measured RONS densities.

� Detailed information on reaction networks and RONS that can be ex-
pected in the plasma plume is provided by the model.

• Through varying the humidity level in the shielding gas of the jet, it was found
that while variations in the atmospheric humidity do a�ect the generation of
RONS by the CAP jet, the e�ect is small at typical relative humidity ranging
from 40% to 100%.

• Choosing appropriate humidi�ed feed-gas admixtures and shielding gas com-
positions, the plasma chemistry can be controlled from being O/O3 -dominated
to being NOx-dominated. Therefore, the humidity must be kept low, as oth-
erwise water-related species (OH, HO2, H2O2) dominate the chemistry.
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Chapter 5

Summary

In this work the mechanisms leading to the generation of the various reactive oxygen
and nitrogen species (RONS) in a cold atmospheric plasma (CAP) jet and means
to control their composition were studied. The investigated CAP jet kinpen is typ-
ically operated with Ar feed gas (pure or with molecular admixtures), driven at
a frequency of approximately 1 MHz and features fast ionization waves or guided
streamers, traveling at velocities of several km/s. The complex reaction networks
were investigated by numerical and experimental techniques.
Detailed experimental, analytical and computational investigations on the mass and
heat transport in the plasma plume were performed: A novel analytical approach to
di�usion in jet �ows, the non-dispersive path mapping approximation (NDPM) was
developed. The method for the �rst time allows for an estimation of the ambient
species density in the near-�eld of jets that feature a non-homogeneous �ow-�eld.
The NDPM approximation was employed for the evaluation of laser induced �u-
orescence measurements on OH. Through combining measurements and NDPM
approximation, this approach yielded an estimation for the ambient species density
at the position of the guided streamers, not only in the laminar, but also in the
(standard) turbulent operating regime. Accurate measurements of the temporally
averaged ambient species density and temperature in the plasma plume were ob-
tained by quantitative Schlieren measurements. The method yields temperature
values with sub-Kelvin accuracy and, through combination with CFD simulations,
allowed for an estimation of the calorimetric power of the jet. In order to obtain a
de�ned environment for the jet to operate in, a shielding gas device was designed
in this work, which creates a gas curtain of de�ned composition around the plasma
plume.
The plasma dynamics on the ns timescale was investigated by phase resolved optical
measurements. The e�ect of di�erent shielding compositions ranging from pure N2

to pure O2 on guided streamer propagation was investigated. An electrostatic focus-
ing mechanisms was discovered, which promotes the propagation of guided streamers
along the channels formed by a noble gas in the plume of plasma jets operating in
electronegative gases (such as air or O2).
Two zero-dimensional (volume averaged) models were developed: First, the local
processes in the guided streamer were modeled using an electron impact reaction
kinetic model, which is closely correlated to densities of metastable argon (Ar∗) ob-
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tained by laser atom absorption measurements. This �rst model shows that Ar∗

is the species which dominantly drives the plasma chemistry in the plasma plume.
This is exploited in the second plug-�ow reaction kinetics model, which is employed
to investigate the formation of long-living RONS and uses an Ar∗ source term as
sole energy input. The model uses the previous experimental data on mass and heat
transport and temporal dynamics as input and is in turn veri�ed by quantitative
FTIR absorption measurements on O3, NO2, N2O, HNO3 and N2O5 in the far-�eld
of the jet, where large absorption lengths can be achieved using a multi pass cell. For
the evaluation of the zero-dimensional model, the time-of-�ight of RONS from their
generation to reaching the multi pass cell was determined using CFD simulations.
The insight gained through this combined experimental-modeling approach on the
reaction networks revealed relevant control parameters and enabled adjusting the
plasma chemistry towards a desired RONS output. Through choosing appropri-
ate feed-gas admixtures and shielding gas compositions, it is possible to generate
an NOx-dominated plasma chemistry, although the jet usually produces a strongly
O/O3-dominated chemistry.
Understanding and controlling the plasma chemistry of cold atmospheric plasma
sources for medical applications is not only essential for research, but is also the key
for designing future plasma sources for speci�c medical applications that yield an
optimum e�cacy and avoid potential side e�ects of plasma treatment.



Chapter 6

Outlook - The Findinigs in the
Context of Plasma-Medical Research
and its Potential for Clinical
Application

Figure 6.1: Densities of OH, HO2 and
H2O2 above the liquid surface obtained by
modeling and measurements of H2O2 in
the liquid phase. First presented at [110].

The application of shielding gas devices
for controlling the reactive species out-
put of CAP jets is an e�ective method
that can easily be integrated into ex-
isting experimental setups or medical
CAP sources. In article [A5], the
kinpen was employed with shielding
gas device for the treatment of ker-
atinocytes and a correlation of viabil-
ity with O2 content in the shiedling
gas was observed. Barton (PhD disser-
tation, Ernst-Moritz-Arndt-Universität
Greifswald, 2014) used the same setup
and found that the cytotoxicity of ker-
atinocytes correlated to the O2 content
in the shielding gas [20]. Furthermore
the up-regulation of several cytokines
and growth factors was signi�cantly a�ected by the shielding gas composition.
Jablonowski and Hänsch et al. [56] employed the shielding gas variation for the
inactivation of bacteria (Escherichia coli) and found that through choosing appro-
priate shielding gas composition an optimum can be found at which Escherichia
coli can be inactivated e�ectively while the cytotoxicity for human keratinocytes is
minimized .
While aforementioned studies employed the shielding gas device without further
admixtures, the novel approach introduced in section 4.3 allows for entirely switch-
ing from an O / O3 to an NO / NOx dominated plasma chemistry, enlarging the
available parameter space. This will be useful in further plasma medical research
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and may eventually be employed in an optimized plasma treatment targeting the
inactivation of harmful bacteria and at the same time preserving human cells.
For such optimization a detailed understanding of the plasma chemistry, but also
of the transfer of RONS to liquids is necessary. The zero-dimensional plug-�ow
approach presented in this work provides some insight into the plasma-liquid inter-
action. In �gure 6.1 the densities of OH, HO2 and H2O2 as computed by the model
in the gas phase above a liquid are compared to H2O2 measurements in 5 ml sodium
chloride solution from [111]. In the model an increase of humidity above the surface
of the liquid was assumed. The species densities were evaluated after 4 × 10−4 s
corresponding to the time-of-�ight to the liquid surface. A correlation between the
computed OH density and the measured H2O2 density in the liquid was found. The
signi�cant increase of OH at 0% O2 content in the shielding gas results from the
absence of HO2, which is only formed from H when O2 is present and partly destroys
OH in the plasma plume. Recent LAAS measurements on Ar(4s,3P2) by Jörn Win-
ter showed, that the Ar(4s,3P2) density in the plasma plume does not change much
if the jet is operated over liquids (data not published yet). Therefore, the here-
presented gas phase reaction kinetics model could be extended to this case and a
coupling to a further liquid reaction kinetics model could be achieved in future work.
This would yield further insight into the processes that are relevant for biomedical
applications of CAP sources.
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The present work for the first time presents an analytical approximation capable of
describing the diffusion of surrounding species into laminar fluid jets in the near-field
with a known (but arbitrary) velocity field. The diffusive transport of ambient air into
fluid jets is studied analytically and numerically on the basis of a convection-diffusion
equation with a predefined velocity field and diffusion coefficient. It is shown that
the majority of particles entering a jet flow in an artificial uniform velocity field
can only reach the axis in the near-field following narrow straight paths. This is
exploited in the here-proposed non-dispersive path mapping approximation, where
these paths and the underlying solution for the uniform velocity field are mapped
according to the flow field. Dispersion is assumed to be negligible for every single
path if the velocity profile does not vary significantly over the width of the path.
The resulting formula for the on-axis density can easily be evaluated using a pocket
calculator. The analytical model is compared to numerical studies of diffusion in jet
flows with different geometries and shows good agreement. C© 2014 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4893573]

I. INTRODUCTION

Mixing in laminar jets is relevant in various technical applications, including diffusion flames
and atmospheric pressure plasma jets.1–3 Many approaches for studying these processes analytically
use uniform flow fields or focus on far field solutions and will be presented briefly in the next
paragraph. The present work for the first time proposes an analytical approximation capable of
describing the diffusion of surrounding species into laminar fluid jets in the near-field with a known
and non-uniform flow field. The approach allows considering diffusion in shear flows by mapping
the exact solution for the density for a uniform flow field case to account for a non-uniform flow
field. This so-termed non-dispersive path mapping (NDPM) method gives an approximation for the
diffusion of ambient species near the jet nozzle. The advantage of the NDPM method is that it yields
a simple-to-use formula for every day lab work, allowing an estimation of the effect of changes in
experimental parameters such as the average velocity or nozzle diameter for a given setup on the
ambient species densities. In this work, plane and axisymmetric jets are studied and the NDPM
solutions are compared to computational fluid dynamics (CFD) calculations for different nozzle
geometries.

In the following, preceding studies on the topic will be described briefly. The basic fluid
dynamics of laminar jets has been studied in the early works by Schlichting4 for axisymmetric jets
and by Bickley5 for plane jets. Their boundary layer solutions agree well with the exact solutions
of the Navier-Stokes equations in the far-field of jets if the virtual origin of the jets are placed
correctly.6 Based on the boundary layer equations, Crane and Pack have investigated the diffusion
of ambient particles into both plane7 and axisymmetric jets.8 The method has been extended for
different applications, e.g., Pai studied the influence of radiative energy losses in jet mixing relevant
for hot jets9 and Sánchez-Sanz et al. recently derived an asymptotic solution for the diffusion of
ambient species into a jet with vanishing density in the far-field.10 Apart from approaches based on
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boundary layer theory, diffusion of ambient species into laminar jets has been studied in the context
of laminar diffusion flames in order to estimate flame lengths,1 assuming uniform velocity fields
and considering only on-axis solutions. Sánchez et al. gave the complete solutions for the plane and
axisymmetric jet for this case,11 which also form the starting point for the method discussed in the
present article.

Diffusion in shear flows has been studied extensively for several flow geometries: Taylor and
Aris relate the dispersion of particles in a longitudinal laminar tube flow to the molecular diffusion
coefficient,12, 13 thus giving a tool for measuring the diffusion coefficient in the downstream region
of a longitudinal tube flow. The Taylor-Aris dispersion is commonly applied in various dispersion
processes ranging from drug delivery,14 transport in porous media to dispersion in turbulent flows,
such as coastal basins and rivers.15 A solution for the convection-diffusion equation with linear shear
characterized by a constant velocity gradient is given in Ref. 16. The solution can be expressed in
closed form for simple flow fields. For potential flows, the convection-diffusion equation can be
solved for complicated geometries using conformal mappings.17

To the best of the authors’ knowledge, an analytical study of the diffusion of ambient particles
in the near-field of fluid jets accounting for non-uniform velocity profiles is still missing. In the
present work, the diffusion of ambient species into a 2D-planar or axisymmetric fluid jet, described
by the stationary convection-diffusion equation

v∗ · ∇∗n∗ = ∇∗ · (
D∗∇∗n∗) (1)

is studied, where v∗ denotes a known velocity field of an incompressible flow, n∗ is the density,
and D∗ is the diffusion coefficient, whereas the asterisk indicates the use of standard units. In the
following, dimensionless units n = n∗/n0, r = r∗/r0, z = z∗/r0Pe, t = t∗v0/r0 are used, where r0 is
half of the width (plane jet) or the radius (axisymmetric jet) of the jet, v0 = v∗/v an average velocity
and n0 the equilibrium ambient species density. Here Pe = r0v0/D∗ is the Péclet number, which
is a measure for the relevance of convective transport compared to diffusive transport. Assuming
that the diffusion coefficient is a constant and diffusive transport can be neglected over convective
transport in direction parallel to the flow, Eq. (1) can be simplified to

v · ∇n = ∇ · (e⊥(e⊥ · ∇)n) , (2)

where e⊥ = (vz,−vr )/|v| is the unit vector in transverse direction. The aim of the present work is
an approximate solution for Eq. (2) for high Péclet number jet flows.

In Sec. II, diffusion of ambient species into a fluid jet with uniform velocity field is studied.
It is shown that in high Péclet number jet flows ambient particles that reach the axis in the near-
field can only do so following narrow straight paths. This gives rise to the so-termed NDPM
approximation proposed in Sec. III: The solution obtained for uniform velocity fields is mapped by
a coordinate transformation, yielding an approximation for the ambient particle density in the shear
flow. Dispersion is assumed to be negligible for every single path, if the velocity profile does not vary
significantly over the width of the path. The applicability of the obtained NDPM approximation for
realistic free jet flows is studied in Sec. IV, where the results of CFD simulations are compared to
the NDPM approximation. The resulting on-axis solution has already been applied in Refs. 18 and
19 for the interpretation of VUV-absorption measurements for the detection of molecular oxygen
in an atmospheric pressure plasma jet. However, the formula for the on-axis densities of ambient
species has merely been introduced as a fitting function. Furthermore, the NDPM approximation
has been applied to explain triangular laser induced OH-emission patterns observed in the effluent
of a plasma jet.20 In the present work, the underlying theory is described in detail.

II. DIFFUSION IN UNIFORM VELOCITY FIELDS

A. Solution of the diffusion equation

In this section, it is assumed that the velocity field points in axial direction v = ez . Hence (2)
simplifies to

∂zn = ∂2
r n, (3a)
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083603-3 Schmidt-Bleker, Reuter, and Weltmann Phys. Fluids 26, 083603 (2014)

FIG. 1. Density of ambient species in a uniform velocity field pointing in axial direction in (a) planar and (b) axisymmetric
geometry.

∂zn = r−1∂r (r∂r ) n. (3b)

Here and in the following the label (a) denotes the planar, (b) the axisymmetric case, and
(r, z) denote the respective Cartesian or polar coordinates. With the initial condition n(r, z = 0)
= θ (|r| − 1), where θ (x) = 1 for x ≥ 1, θ (x) = 0 for x < 0, the analytic solutions to (3), found by
Sánchez et al.,11

nP
θ = 1

2

(
1 + erf

(√
1

4z
(r − 1)

))
︸ ︷︷ ︸

nright
θ

+ 1

2

(
1 − erf

(√
1

4z
(r + 1)

))
︸ ︷︷ ︸

nleft
θ

, (4a)

nR
θ = 1

2z
e−r21/4z

∫ ∞

1
dr ′r ′e−r ′2/4z I0

(
rr ′

2z

)
, (4b)

can be obtained by Fourier transformation in r and are plotted in Figure 1. Here I0(x) is the zeroth
order modified Bessel function of the first kind and the lower index θ indicates the initial condition,
the upper indices P and R indicate the planar and rotational symmetry. Note that the planar solution
nP

θ is subdivided into the contribution from the right (r ≥ 1) and left (r ≤ 1) side of the boundary
condition at z = 0. Expanding I0( 1

2rr ′) for small arguments, the series

nR
θ = e−r2/4z

∑
j=0

1

j!2

(
r2

4z

) j

�

(
j + 1,

1

4z

)
(5)

is received for the axisymmetric case which yields the correct on-axis solution for the density

nR
θ (r = 0, z) = e−1/4z (6)

in zeroth order and converges rapidly with higher orders in the near-axis region. Here �(a, x)
= ∫ ∞

x ta−1e−t dt denotes the upper incomplete gamma function.

B. Paths in uniform velocity fields

In the following, the paths are studied that particles take which enter the domain at z = 0, r > 1
and reach a certain point z = z0 on the axis r = 0. First the solution of (3) is determined assuming a
point source n(r, z = 0) = δ(r − a)/(2π )k at a given position r = a as initial condition, where here
and in the following k = 0 for the planar and k = 1 for the axisymmetric case. This yields the density

nP
δ,a(r, z) =

√
1

4π z
e−(r−a)21/4z, (7a)
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nR
δ,a(r, z) = 1

4π z
e−(r2+a2)1/4z I0

(ra

2z

)
. (7b)

The probability that particles at a position (r, z) originate from z = 0, r > 1, given that they
are transported to a point (0, z0) on the axis can be calculated using Bayes theorem: The probability
of event A given B is P(A|B) = P(B|A) P(A)/P(B). Here the event A is: A particle from the ambient
is located at the position (r, z). The event B is: The particle will reach the position (0, z0). The
probability P(B|A) can be obtained by reversing the time and tracing back the particles originating
from (0, z0) in a reversed flow field. The resulting probability density is

Pθ,z0 = (2πr )k nθ (r, z) nδ,0(r, z0 − z)

nθ (0, z0)
. (8)

Here the function nδ, a(r, z0 − z) describes the density due to a point source at the position (a, z0)
subject to reversed time t → −t (leading to a reversed flow field). The factor 2πr in Eq. (8) accounts
for the rotational symmetry, normalizing

∫ ∞
0 Pθ,z0 dr = 1 if z ∈ [0, z0]. The probability density is

plotted in Figures 2 (i) for z0 = 0.5 and (ii) for z0 = 0.05. It can be stated that particles reaching
z0 = 0.5 originate from a broad area at z = 0, |r| > 1. The possible paths on which these particles
can reach z0 cover almost the whole domain 0 < |r| < 2. Furthermore, particles reaching the nearer
point z0 = 0.05 do so following narrow straight paths originating close to the edge of the jet at
z = 0, |r| = 1. To investigate the latter case in greater detail, we focus on particles originating from
a point source at z = 0, r = 1 only, and obtain the corresponding probability density

Pδ,z0 = (2πr )k nδ,1(r, z) nδ,0(r, z0 − z)

nδ,1(0, z0)
, (9)

which is plotted in Figure 2 (iii). Approximating I0 (x) ≈ exp(x)
√

1/2πx in Eq. (7b) and for values
z 
 1, the density profiles of the observed paths have a Gaussian profile

Pδ,z0 ∼ exp

[
(r − (1 − z/z0))2

4z(1 − z/z0)

]
(10)

following straight lines with the width w = 2
√

z/(1 − z/z0) for both the planar and the axisymmetric
case. Above condition z 
 1 thus ensures that the paths are both sufficiently narrow, follow straight
lines and originate from a small domain near the edge of the jet. If the point (r, z) = (0, z0) is
not located on the axis, but slightly off-axis, e.g., at (0.05, 0.05), as shown in Figure 2(a) (iv), it is
observed that only the nearest source on the right side significantly contributes to the density at the
destined point. Naturally, the same is true for the axisymmetric case (b) (iv). However the effect is
not visible as the axial symmetry was exploited in the previous calculations and hence all results
are integrated over the angular coordinate. If the endpoint is moved further away from the axis to
(0.75, 0.05) as shown in Figure 2 (v), the paths broaden and the area at z = 0, r ≥ 1 from which
particles can reach the given point increases. The NDPM approximation presented in Sec. III is thus
best suitable for near-axis solutions and at short axial distances to the jet nozzle.

III. NON-DISPERSIVE PATH MAPPING APPROXIMATION

Diffusion processes can be described by random walk models. From this perspective, the paths
presented in Figure 2 depict the sum of all possible trajectories of particles performing random walks
that start and end at the respectively defined points (or domains). In this section, the influence of
arbitrary velocity profiles on these trajectories is investigated and the non-dispersive path mapping
approximation is introduced using the illustrative example of the statistical analysis of particle
random walks.

A. Random walk and path mapping

We now consider the one-dimensional random walk of particles performing a step �r in
random direction in each time interval �t. Defining the diffusion coefficient for the random walk
DRW = 1/2 (�r )2/�t , the evolution of the particle distribution can be described by the diffusion
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FIG. 2. Study of the paths that ambient particles can follow from the side of the nozzle to a given endpoint in (a) planar and
(b) axisymmetric jets. (i) From |r| > l, z = 0 (origin) to r = 0, z = 0.5 (endpoint). The black lines illustrate possible particle
trajectories. The possible trajectories cover a large part of the domain 0 < r < 2 (ii) From |r| > l, z = 0 to r = 0, z = 0.05.
If z 
 1, possible paths form straight lines from origin to destination. (iii) From |r| = l, z = 0 to r = 0, z = 0.05. If
the finite source in case (ii) is replaced by a δ-source, the possible paths are hardly changed. (iv) From |r| > l, z = 0 to
r = 0.05, z = 0.05. Only the shortest paths significantly contribute to the density at the destination. (v) From r| > l, z = 0
to r = 0.75, z = 0.05. As the destination is placed further from the axis, the width of the contributing source increases.

equation (3a) in the limit �r → 0, �t → 0 when the limiting process is performed so that DRW

remains finite.21 In order to study individual particle trajectories in a plane jet flow that form paths
of finite width as previously shown in Figure 2, Monte Carlo simulations were performed with a
step-size �r = 5 × 10−3 and �t = 1.25 × 10−5. While the particles perform the random walk in

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

193.174.254.3 On: Wed, 13 May 2015 10:14:41

54



083603-6 Schmidt-Bleker, Reuter, and Weltmann Phys. Fluids 26, 083603 (2014)

FIG. 3. Random walk of particles with same origin and endpoint in a uniform velocity field (a). The trajectories shown in
Figure (a) mapped according to the flow field vz(r ), resulting in the mapped trajectories shown in Figure (b). The dashed line
is the path (13) according to NDPM approximation.

r-direction, they are moved in z-direction with the uniform velocity vz = 1. Figure 3(a) shows five
random walks of particles that start at the position (r, z) = (1,0) and end at the position (0.3,0.05)
together with the uniform velocity field (bottom). The dashed line indicates a straight path from source
to origin which marks the highest probability of presence for particles for z 
 1 according to (10).

Now, the influence of shear flow on particles performing a random walk is studied. In or-
der to simplify computations and data evaluation, a velocity field without radial component is
assumed as shown in Figure 3(b) (bottom). The trajectories shown in Figure 3 own an inherent
random walk history, which determines their movement in r-direction. The particle trajectories
shown in Figure 3(b) are produced with the same random walk history as the respective tra-
jectories in Figure 3(a), however they are moved in z-direction with the hydrodynamic velocity
v(r ) = exp(−r2)ez . Due to dispersion in the shear flow, the mapped trajectories do not end in a
single point anymore, but are spread in z-direction. For example, the trajectory labeled “1” spends
a longer time in a region with a higher velocity and therefore reaches a farther z-position, while
the trajectory “2” spends more time in a region with lower velocity and hence ends at a closer
z-position.

The idea behind the non-dispersive path mapping approximation is, that if the velocity field
v(r, z) does not significantly vary over the width w of the path, thus fulfilling

w(e⊥ · ∇)v 
 1, (11)

the effect of dispersion on the particle density may be negligible as mapped trajectories will end up in
a small interval around the expected endpoint. Instead of mapping all individual particle trajectories
which form paths with finite width as shown in Figure 2, only the most probable trajectories are
mapped, which, as is evident from Eq. (10), converge to infinitely narrow straight paths as Pe → ∞.
A given straight path as shown in Figure 3(a) can be mapped as follows: For a particle following an
infinitely narrow straight path originating at the position (r0, z0) = (1, 0) and ending at the endpoint
(r1, z1) in the constant axial velocity field v = ez , it takes the time T = z1. In order to describe the
transverse motion of the particle, its transverse velocity

v⊥ = r1 − r0

T
(12)
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FIG. 4. Random walk statistics: The paths are mapped analytically according to the NDPM approximation and by mapping
2000 random walk trajectories numerically.

is defined. In an arbitrary velocity field v = (vr , vz) the mapped path x̃ = (r̃ (t), z̃(t)) is thus defined
by

∂t x̃ = v + e⊥v⊥. (13)

The mapping of the straight path and individual particle trajectories has been applied for
three different endpoints ((0.3, 0.01), (0.3, 0.025), and (0.3, 0.05)) as shown in Figure 4. For each
endpoint 2000 random walks have been acquired that start at (1,0) and end at the respective
endpoint (only five are plotted for better visibility). The positions of the mapped endpoints are
depicted in the histogram and compared to the endpoint according to NDPM approximation. It
is observed that while at larger distances the statistical spread of the mapped endpoint positions
increases, the mean value still agrees very well with the endpoint position expected from NDPM
approximation. It is noted that the distribution of the endpoints around the mean z-position will in
general depend on the velocity field. Mathematically, the exact solution in this case hence differs
from the NDPM approximation by a convolution in z-direction of the NDPM solution with the
space-dependent distributions shown in Figure 4. Also, in real jet flows, where the radial component
of the velocity field is nonzero, a small spread of endpoints in radial direction will occur.

B. Evaluation of the density

1. 2D planar geometry

As discussed in Sec. III A, in 2D planar geometry the density caused by a point source at
(r0, z0) = (1, 0) and subject to the arbitrary velocity field v is mapped according to

ñδ,1(r̃ , z̃) ≈ nδ,1(r, z), (14)

where ñ is the desired density after NDPM and the mapped coordinates r̃ , z̃ are defined by
Eq. (13). If particles do not only originate from the point (r0, z0) = (1, 0) but from the whole domain
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r ≥ 1 (or r ≤ −1), one would need to perform this mapping for every source point r ≥ 1, z = 0
(or r ≤ −1, z = 0). However, as discussed in Sec. II B, all paths contributing to the density in the
region z 
 1, |r| < 1 originate from a region close to the jet nozzle |r| � 1. We therefore merely
map the contributions from right and left side to the standard solution nθ making the approximation

ñright/left
θ (r̃ , z̃) ≈ nright/left

θ (r, z). (15)

Note that the paths originating from the right side r ≥ 1, z = 0 and the left side r ≤ 1, z = 0 are
mapped separately.

2. Axisymmetric geometry

For the axisymmetric case, the mapping would have to be performed for the infinite number
of sources located at r = 1 and every value of the angular coordinate φ ∈ [0, 2π ), which does not
lead to a convenient expression. However, as observed in Figure 2(a) (iv), the path with the shortest
distance from (r0, z0) to (r, z) yields the major contribution to the density at (r, z). The mapping of
the standard solution (4b) (which is integrated over φ) therefore still is a reasonable approximation
for the axisymmetric case, yielding

ñR
θ (r̃ , z̃) ≈ nR

θ (r, z). (16)

Note, that on the axis r = 0, all paths are mapped correctly due to their symmetry.

3. Axial velocity field with axial dependence

It is noted that in an artificial velocity field v = vz(z)ez with an axial dependence only (and
hence no dispersive mass transport), the mapping of the standard solution is obtained by performing
the substitution

z →
∫ z

0
dz′vz(z

′)−1, (17)

which is the exact solution to the convection-diffusion equation.

C. Expansion/compression of the density

In order to study the expansion and compression of the standard solution due to the mapping, a
simplified velocity field without radial component v = vz(r )er is investigated. In this case, Eq. (13)
can be integrated directly, yielding

z̃(r ) = z

∫ r
1 vz(r ′)dr ′

r − 1
(18)

for the start point (r0, z0) = (1, 0), while the radial coordinate is unaffected. Consequently, volume
elements are resized according to

(2πr )kdrdz̃ = (2πr )kdrdz

∫ r
1 vz(r ′)dr ′

r − 1
. (19)

However, this effect is compensated by the fact that due to the applied mapping, the amount of
particles that can reach a given point (r1, z1) also changes: Consider the three paths depicted in
Figure 5 starting at (r1, z1) with reversed flow field, following the curves

z(r ) = z1 − si

∫ r

r1

vz(r )dr (20)

with s1 = s and s2/3 = s ± ε, where ε is an arbitrary small constant and s ≤ z1

(∫ 1
r1

vz(r )dr
)−1

. It is

observed that the interval �z from which particles at r = 1 originate is resized according to

�z̃ = �z

∫ r1

1 vz(r ′)dr ′

r1 − 1
, (21)

which compensates the effect of the volume deformation (19).
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FIG. 5. The collecting area �z̃ of the point (r1, z1) depends on the integral over the velocity profile vz(r ).

The NDPM approximation for jet flows (15) does not take the velocity field in the region
r > 1 into account, implicitly assuming that the velocity field in this region is not changed compared
to the standard case v = ez . However, Figure 5 illustrates that the density at any point (r1, z1) must
be affected by the density at r = 1, which in real jet flows is influenced by the detailed nozzle
geometry. The applicability of the NDPM approximation for realistic jet flows is therefore compared
to computational fluid dynamics simulations in Sec. IV.

IV. NUMERICAL CASE STUDIES

In this section, the NDPM approximation is compared to full numerical simulations for different
jet geometries. In a first step, the velocity field is obtained either by using boundary layer solutions for
free jet flows or by solving the incompressible Navier-Stokes equations numerically using COMSOL
4.3 with the CFD Module. Second, the convection-diffusion equation (1) is solved numerically using
the respective velocity field. This numerical solution is then compared to the results obtained by
the NDPM approximation. Therefore, the ordinary differential equations (13) for the path mapping
are integrated with Matlab using a built-in Runge-Kutta algorithm with automatic step size control.
For every study 250 000 (500 · 500) points are mapped. All studies presented in this section are
evaluated for Re = Pe = 100.

A. Boundary layer solutions

The self-similar solutions to the boundary layer equations for the free jet were given by Bickley
for the plane jet5 and earlier by Schlichting for the axisymmetric jet.4 For the plane jet the solution
reads

η = 0.2751(2Re2)1/3r z′ − 2/3, (22a)

vr = 0.5503

(
2

z′2 Re

)1/3 (
2η(1 − tanh2 η) − tanh η)

)
, (22b)

vz = 0.4543

(
4Re

z′

)1/3 (
1 − tanh2(η)

)
, (22c)

with z′= z Pe + z0, where z0 = 0.192 Re is the virtual origin of the jet, defined so that the kinetic
energy flux at the nozzle matches the energy flux of a jet with vz = 1 at the outlet.22 The Reynolds
number is defined as Re = v0r0/ν with kinematic viscosity ν and v0 defined as the average ve-
locity over the nozzle outlet at z = 0, r ≤ 1. In the axisymmetric case the velocity field is given
by

ξ = Re
√

3/16r/z′, (23a)
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FIG. 6. Study of NDPM approximation using self-similar velocity fields for (a) planar and (b) axisymmetric jets. (i) Velocity
magnitude v and streamlines according to self-similar solutions (22) and (23). (ii) Contour plot of the density obtained by full
numerical solution and obtained by NDPM approximation using the velocity field (i). (iii) Density evaluated along paraxial
lines at the indicated radial positions.

vr =
√

3/16
1

x

ξ − ξ 3/4

1 + ξ 2/4
, (23b)

vz = 3

8

Re

z′
(
1 + ξ 2/4

)−2
, (23c)

and the respective virtual origin is z0 = 0.225 Re.23 The solution for both the plane (a) and the
axisymmetric (b) jet are plotted in Figure 6 (i) for Re = 100. It is noted, that these self-similar
solutions are not suitable for the description of real flow fields of jets in the vicinity of the nozzle
outlet, but make good approximations for the far-field of the jet, if the virtual origin is placed
correctly.6 However, they make good basic test cases for the NDPM approximation, as they are
independent of any real nozzle geometry. The solution obtained by solving the convection-diffusion
equations (1) numerically with the boundary condition n(r, z = 0) = θ (|r| − 1) and Pe = 100 (labeled
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full CFD) is compared to the density obtained by NDPM approximation (labeled CFD + NDPM)
in Figures 6 (ii) and (iii). Especially for short distances, the agreement between the solutions is
very good, but still better for the plane jet, as nright

θ and nleft
θ were mapped separately, while in the

axisymmetric case only nR
θ is mapped (see Sec. III B). In the contour plot in Figure 6(b) (ii) it can be

seen, that high density contours n = 10−1 and n = 10−2 do not appear continuously differentiable at
r = 0. This occurs, as the approximation (16) for the axisymmetric case, mapping only the paths with
the largest contribution correctly, becomes insufficient at large distances for r �= 0 (see discussion in
Sec. III B 2).

B. CFD simulation of jet with thin rim

In this study, a jet flow from a nozzle with vanishing thickness of the rim is studied. The velocity
profile at z = −0.01 is initialized as a Poisseuille flow

vz = 3

2

(
4

3

)k (
1 − r2

)
, (24)

for |r| ≤ 1 with a coflowing stream vz = 0.5 for |r| > 1. As illustrated in Figure 7 (i), the most
important difference compared to the previous case is, that the velocity drops down to zero at the
nozzle outlet |r| = 1, z = 0. Additional to the full CFD and CFD + NDPM studies shown in
Figure 7 (ii) and (iii), another study, labeled Poisseuille + CFD, is given. In this study, the NDPM
mapping is applied, assuming the Poisseuille flow profile (24) in the whole domain. In this case, the
mapping can be performed analytically using Eq. (18) and no CFD simulation is needed to obtain
the velocity profile. This especially yields the simple expressions

ñ P (r = 0, z) = 1 − erf

(√
1

4z

)
, (25a)

ñR(r = 0, z) = exp

(
− 1

3z

)
(25b)

for the on-axis density. As expected, the agreement between this analytical NDPM approximation
and the full CFD and CFD + NDPM cases is good in the vicinity of the nozzle, where the flow
field is very similar to the Poisseuille flow in the region |r| < 1 and gets worse in the far field.
Another important point is, that diffusion against the flow direction cannot be accounted for in the
NDPM approximation, as diffusion in axial direction is neglected in the basic study. While at high
Péclet numbers, diffusion against the flow direction is usually negligible, it may still occur in the
vicinity of the wall, where the velocity approaches zero. For the full CFD solution in Figure 7 (iii)
we therefore observe that the ambient particle density at r = 0.75, z = 0 reaches much higher values
than predicted by the NDPM approximation.

C. CFD simulation of jet with broad rim

Finally, the diffusion in a jet with broad rim (thickness much larger than jet radius) is studied.
The velocity field obtained by CFD simulation is illustrated in Figure 8 (i). Compared to the previous
studies, the flow is not mainly directed in paraxial direction in the region r > 1. The comparison of
the density obtained by full CFD simulation and CFD + NDPM and Poisseuille + NDPM is shown
in Figures 8 (ii) and (iii). The density obtained by the NDPM approximations is always a bit higher
compared to the full CFD solution. This occurs, as the wall at z = 0 hinders the ambient particle
flow and thus fewer particles can be collected from the region |r| = 1 (see Figure 5).

D. Far field

In Figure 9, the far field density of ambient particles is evaluated for two cases. As illustrated,
the best agreement of full CFD simulations and NDPM approximation is achieved for the plane
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FIG. 7. Study of the NDPM approximation using a jet with vanishing rim thickness for (a) planar and (b) axisymmetric
geometry. (i) Velocity magnitude v and streamlines according to CFD simulation. (ii) Contour plot of the density obtained by
full numerical solution, obtained by NDPM approximation combined with the velocity field (i) and NDPM approximation
assuming a Poisseuille flow profile (24). (iii) Density evaluated along paraxial lines at the indicated radial positions.

jet (Figure 9(a)) with coflowing stream (which is the case already shown in Figure 7(a)). Here, the
combination of NDPM approximation and the velocity field from CFD simulation yields acceptable
agreement for densities up to 20% of the equilibrium density. However, when combining NDPM with
a Poisseuille flow the ambient particle density is significantly overestimated. The worst agreement
in the far field is observed in case of the axisymmetric jet with broad rim shown in Figure 9(b)
(previously presented in Figure 8(b). As in the CFD simulations, the flow of ambient particles is
hindered due to the wall at z = 0, the ambient particle densities are significantly overestimated in
the NDPM approximation. Note, that for r = 0 the combination of the NDPM approximation with
the Poisseuille field actually yields better results than the NDPM + CFD study. Apparently, errors
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FIG. 8. Study of the NDPM approximation using a jet with broad rim for (a) planar and (b) axisymmetric geometry.
(i) Velocity magnitude v and streamlines according to CFD simulation. (ii) Contour plot of the density obtained by full
numerical solution, obtained by NDPM approximation combined with the velocity field (i) and NDPM approximation
assuming a Poisseuille flow profile (24). Density evaluated along paraxial lines at the indicated radial positions.

due to the NDPM and the simplified flow field cancel each other to some extent. The agreement
in the far field seems rather poor in this case. For evaluation and interpretation of spectroscopic
measurements however, knowledge about the order of magnitude of the ambient species density as
depicted in Figures 6–8 (iii) is often already valuable.18, 20, 24 Note, that completely neglecting the
flow profile (e.g., by assuming v = ez), the density obtained in the near-field may easily be off by
two orders of magnitude.

As a rule of thumb, the NDPM approximation yields acceptable agreement for densities up
to about 1% (depending on the accuracy required and geometry studied). As the z-coordinate in
the diffusion equation (2) scales with the Péclet number, this density is reached either farther
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FIG. 9. Density evaluated along paraxial lines for the far field at the indicated radial positions. (a) Plane jet with coflowing
stream (same as shown in figure 7(a)) and (b) axisymmetric jet with coflowing stream (same as shown in figure 8(b)).

away (Pe > 100) or closer (Pe < 100) to the jet nozzle than presented in the current study at
Pe = 100.

V. CONCLUSION

An analytical model has been presented capable of describing the diffusion of ambient air
into laminar fluid jets in the near-field with a known velocity field. It is shown that the majority
of particles diffusing into the near-field of the jet reach the near-axis region following narrow
straight paths that originate from the side of the jet nozzle. The shear flow is accounted for by
the coordinate transformation (13) of the exact solution (4) for ambient particle diffusion in jets
with uniform velocity field, which can be evaluated using the series expansion (5). The method
proves to be most accurate in the near-field region or for high Péclet numbers, where z 
 1 is
fulfilled and for the near-axis region, as paths broaden for the far off-axis region as depicted in
Figure 2 (v). For the practical application of the NDPM approximation, a velocity field will usually
not be available. However, as studied in Secs. IV B and IV C, it may often be sufficient to assume
a velocity field of the form v = v(r )ez , e.g., a Poisseuille flow profile (24). In this case, the NDPM
mapping can be performed analytically using Eq. (18). The resulting formula for the density becomes
especially simple if only the on-axis solution (25) is considered: In this case, the influence of a radial
velocity profile can simply be accounted for by multiplying the z-coordinate with the integral over
the normalized radial velocity profile. The applicability of the NDPM approximation for realistic
flow geometries has been studied by comparison to a CFD simulation of simple jet flows. Although
complete CFD simulations as presented in Sec. IV of course yield higher accuracy in the off-
axis and downstream region, the advantage of the NDPM approximation lies in its simplicity and
applicability in every day lab work: When changing experimental parameters like the average velocity
or nozzle diameter for a given setup, the resulting effect on ambient species densities can easily be
estimated.
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Abstract
An open question in the research of the dynamics of non-equilibrium cold atmospheric
pressure plasma jets is the influence of ambient species on streamer propagation pathways. In
the present work, by means of planar laser-induced fluorescence (PLIF), an atmospheric
pressure argon plasma jet is investigated in a laminar and turbulent gas flow regime. The flow
pattern is investigated with plasma on and plasma off. It is shown that in turbulent mode, the
streamer path changes according to the flow pattern changes and the resulting changes in air
abundance. From a comparison of an analytical diffusion calculation and LIF measurements,
the air impurity boundary is determined. Most importantly, the origin of the streamer pathway
is investigated in detail, by recording the flow pattern from OH-PLIF measurements and
simultaneously measuring the streamer path by an overlay technique through emission
measurements. It is shown that the streamer path is correlated to the turbulent flow pattern.

Keywords: atmospheric pressure plasma jet, planar laser-induced fluorescence, discharge
propagation, plasma medicine, plasma jet effluent regime

(Some figures may appear in colour only in the online journal)

1. Introduction

Only a few years ago, so-called plasma bullet [1, 2] and guided-
streamer [3] jets came to be known. Recently, researchers have
identified the fundamental processes behind these dynamics
(see e.g. [4, 5]). However, their propagation in air has
continued to raise questions. In this work, the connection
of gas flux regime, ambient species and streamer head
propagation in a MHz atmospheric pressure argon plasma jet
is investigated by laser spectroscopic methods. The diagnostic

technique is based on planar laser-induced fluorescence (PLIF)
on hydroxide molecules (OH) generated by the plasma jet
itself due to water impurities. With stereoscopic imaging,
both flow structure and streamer propagation are investigated
simultaneously for a single discharge event. The study reveals
that the flux field with plasma differs strongly from the flux field
without plasma. Furthermore, it is most prominently and for
the first time shown that the streamer propagates in the noble
gas channel of a turbulent plasma jet effluent itself and follows
the boundaries of ambient species impurities. Especially
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revealing are the differences observed for the laminar and
turbulent case.

2. Experimental setup

In this work, the flux and streamer propagation of a MHz
atmospheric pressure plasma jet (kINPen, neoplas tools
GmbH, Germany) [6, 7] have been investigated. The feed
gas is argon (Ar purity 99.999%), which may contain water
impurities of up to 20 ppm originating from the gas pipe as
reported in [8]. The OH PLIF measurements are performed
with a frequency doubled dye laser (Cobra Stretch, Sirah
Laser und Plasmatechnik GmbH, Germany) pumped with a
10 Hz pulsed Nd : Yag laser (Spectra-Physics, Inc.). The pulse
duration is measured to be 8.1 ns after frequency doubling at
283 nm. The laser linewidth has been recently measured on
a similar dye laser from the same company to be 1.4 pm [9].
Although this parameter remains crucial for the determination
of absolute density [10], it does not influence qualitative
measurements. The P1(4) transition of the OH(A, X)(1,0) at
283.5 nm is chosen as the energy transition due to its good
absorption efficiency. Additionally, it is well separated from
other lines. The linearity of the OH fluorescence signal versus
the laser energy has been checked. The laser beam is expanded
to a sheet via a cylindrical quartz lens and guided through
the plasma jet effluent. The laser energy integrated along the
12 mm high sheet is measured to be 13 mJ. An aperture is
mounted in front of the jet in order to illuminate only the area
of interest. A CCD camera Imager Pro X (LaVision GmbH,
Germany), combined with an external gated image intensifier
and a 100 mm f/2.8 UV lens, is used as detection system.
The fluorescence emission is observed at a 90◦ angle to the
p-polarized laser beam in order to reduce unwanted signals
due to Rayleigh scattering. Additionally, a stereoscopic optical
imaging system is coupled to the lens in order to record two
images with each laser shot. By installing different filters
for the two images respectively, different information can be
gathered simultaneously. Here, on the first optical input, a BK7
neutral density filter is mounted, which allows observation
from 350 to 1100 nm, where most of the plasma emission
is found due to argon lines [8, 11]. On the second optical
input, a 10 nm FWHM band-pass filter centered at 313 nm is
used to collect the fluorescence only of OH. Both signals are
recorded on a vertical split CCD chip, so that the exposure time
is identical for both signals.

The plasma jet frequency is phase locked with the
laser pulse as well as the detection system, which allows
phase-resolved optical emission spectroscopy (PR-OES). The
exposure time is set to 200 ns, which is sufficient to obtain
enough intensity for single shot acquisition. The optical
aberrations such as distortion produced by the stereoscopic
imaging system are corrected by Davis software [12] after
the calibration procedure described in the manual [13]. The
inhomogeneity of the laser sheet is measured by Rayleigh
scattering and corrected by intensity normalization.

The observation of the flow pattern with plasma off is
performed by PLIF using acetone as a tracer. As described
in [14], acetone fluorescence is a suitable tracer to image
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Figure 1. Space resolved single shot fluorescence signal of acetone
for different argon gas flow rates of (a) 0.5 slm/Re= 465,
(b)1.0 slm/Re= 930 and (c) 3.0 slm/Re= 2790. The jet nozzle is
located at an axial distance of zero. The plasma was switched off.

turbulent flows. During the measurements, the feed gas is
bubbled through acetone into the plasma device. The acetone
molecules are excited by the laser beam at 283.5 nm, and the
fluorescence from 350 to 800 nm is collected by an intensified
CCD camera and recorded. Observing the flow pattern with
plasma-on requires the use of a different tracer, since acetone
would be destroyed by the reactive species in the plasma. In
the past, hydroxyl fluorescence was already used in combustion
with good success on turbulence studies [15]. Moreover, one
report stated that the hydroxyl molecule lifetime is 1 ms to
a few milliseconds at atmospheric conditions [16, 17]. The
hydroxyl radical is produced by the plasma itself from water
impurities within the feed gas [8], meaning that the plasma
generates the tracer itself and no external species need to
be admixed for the flow measurements. Recently, hydroxyl
molecule densities on-axis were measured by UV absorption
on the same discharge [18]. The results show that the density
remains constant up to a 7 mm distance from the nozzle. It
can thus be assumed that the hydroxyl density does not decay
significantly along the first 10 mm from the nozzle [18]. For
these reasons, the hydroxyl radical, for the present studies, can
be used as a fluorescent tracer.

3. LIF on acetone—plasma off measurements

Figure 1 shows the fluorescence of acetone for three different
feed gas flow rates. As can be seen, at both 0.5 and 1
standard liter per minute (slm) the flow is laminar, while at
3 slm the flow is turbulent. The indicated Reynolds numbers
Re = 2r0vav/ν are defined via the capillary radius r0 and
the kinematic viscosity ν. The critical Reynolds number (Re)
for the transition from the laminar to turbulent regime in pipe
flows is ReC = 2300, which is consistent with the observed
flow regimes.
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Figure 2. Analytical estimation of the ambient species density (a) and the resulting analytical OH emission pattern (b). Space resolved
fluorescence signal of hydroxyl for different argon gas flow rates of (c) 0.5 slm, (d) 1.0 slm and (e) 3.0 slm. The jet nozzle is located at an
axial distance of zero. The plasma was switched on. Single shot acquisition.

4. OH fluorescence and quenching by ambient
air—plasma on measurements

The radiative lifetime of the OH(A, X)(1,0) is known to be
around τ = A−1 = 748 ns, where A is the Einstein coefficient
for spontaneous emission. The emission is strongly quenched
by atmospheric species [18]: the combined quenching rate
(Q) and vibrational energy transfer (VET) coefficient of
OH(A, X)(1,0) by argon (0.27 × 10−11 cm3 s−1 [19]) is two
orders of magnitude lower than for nitrogen (kN2

Q = 23.3 ×
10−11 cm3 s−1 [20]), oxygen (kO2

Q = 20.6×10−11 cm3 s−1 [20])

and water (kH2O
Q = 66 × 10−11 cm3 s−1 [20]). Despite that,

the quenching rate of OH fluorescence by water is in the
same order of magnitude as dry air, and ambient humidity
has a negligible effect on the OH fluorescence quenching due
to a much lower density compared to air. In consequence,
OH(A, X)(1,0) has a longer lifetime when it is mixed with
argon than in presence of air. The OH originates dominantly
from the dissociation of water impurities in the feed gas.
Even at what is considered to be dry feed gas conditions,
the quantity of water molecules lies in the order of some
10 ppm. When the gas leaves the jet, the OH concentration
is distributed relatively homogeneously along the diameter
of the nozzle (see figure 2(c)). Similar observations have
been reported earlier. Here the main hydroxyl production is
localized near the powered electrode in case of water impurities
in the feed gas [21]. Additionally, the hydroxyl density remains
presumably constant until several mm distance [18]. The
spatial distribution can be expected to resemble the acetone
distribution as shown above (see figure 1). From these as well

as the quencher considerations, it can be safely assumed that
the LIF signal reveals rather the influence of the quenching
by the ambient species than the ground state OH molecule
distribution. The measured data therefore reflects the argon
flow pattern and the argon air boundary shape, as will be
described in the following.

The diffusion of ambient species into the effluent of the
plasma jet can be estimated by solving the convection diffusion
equation

v(r)∂znA + D�rnA = 0

with the boundary condition nA = θ(r − r0)n0
A for the

ambient species density, where θ(x) is the Heaviside step
function θ(x) = 0 for x < 0, θ(x) = 1 for x � 0. Here,
D is the diffusion coefficient and v(r) a velocity field with
a radial dependence and �r the radial part of the Laplace
operator. The solution in the case of a constant velocity
profile is given in [22] and can be evaluated using an infinite
series. For a laminar jet flow, the velocity field in the near
field of the jet can be approximated by a Poiseuille flow
profilev(r) = 2vav(1 − r2/r2

0 ). In order to account for
this flow profile, non-dispersive path mapping [23] can be
applied, mapping the constant velocity solution according to
the flow field. The contour lines of the resulting ambient air
density nA/n0

A for an average velocity of vav = 4.1 m s−1 and
diffusion coefficient D = 0.2 cm2 s−1 are shown in figure 2(a).
Assuming a constant OH-density in the jet’s effluent, the
fluorescence intensity of OH(A, X)(1,0) can be estimated to
be proportional to

ILIF∼A/(A + nO2k
O2
Q + nN2k

N2
Q + nH2Ok

H2O
Q )
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as depicted in figure 2(b). In figures 2(c)–(e), the single shot
LIF signal at flow rates of 0.5, 1 and 1.5 slm are displayed.
The signal is a pure LIF signal, as spontaneous emission
from excited hydroxyl OH(A, X)(1,0) is negligible. The
analytically obtained triangular emission pattern (figure 2(b))
agrees very well with the experimentally observed OH
emission at a gas flux of 0.5 slm (figure 2(c)). A sharp edge
in the emission pattern occurs at an ambient air density of
approximately 0.01–1%. This shows that due to the strong
hydroxyl fluorescence quenching by air, the contour of the
argon–air boundary can be determined and reflects the relative
space-resolved argon density. The plasma does not change the
flow regime at this flow rate.

For a flow rate of 1 slm, the occurrence of Kelvin–
Helmholtz (KH) instabilities is observed, leading to a breaking
of the laminar jet downstream. KH instabilities are likely to
appear at the mixing layer of two fluids with different densities
and/or in a shear flow [24]. Both mechanisms may be triggered
when heating of the gas by the plasma occurs: its density is
decreased, while its expansion leads to an increased shear.

Electro hydrodynamic forces can also trigger flow regime
transitions. In [25] it is observed that the flow regime of a
helium jet is significantly affected by the plasma while the
temperature remains at around room temperature. It is noted
that helium jets may be affected more strongly by equal electro
hydrodynamic forces, as their momentum is ten times less
compared to argon jets at identical flow conditions. It was
recently observed that the air mixing in an argon plasma jet
similar to the one used in the present study is significantly
increased when the plasma is turned on, which agrees with our
findings [26]. Their gas temperature is around 480 K. They
also attribute this effect to the occurrence of KH instabilities
and/or electro hydrodynamic forces.

At 3 slm, the flux seems to remain fully turbulent as in the
plasma-off case.

5. Turbulent flow and streamer propagation

The observation of the turbulent behavior of the effluent flow
is possible only if the acquisition time is much faster than
the turbulence time scale. At 200 ns exposure time, the flow
dynamics is static, but the discharge propagation is fast enough
to grow and develop itself. Therefore looking at the effluent
turbulence pattern as well as the streamer path within the same
single time shot leads to fundamental information about the
discharge propagation. Figure 3 shows a superimposed image
of the streamer and the hydroxyl fluorescence. The hydroxyl
fluorescence resembles the argon flow pattern. Both are
following the same path and—especially at greater distances to
the nozzle, where the argon abundance has the same dimension
as the streamer thickness—the patterns are identical. On
figure 3(b) and (c), which corresponds to 1 slm and 3 slm
flow rates respectively, the flow patterns are not laminar
and result in density gradients of argon which form a non-
rectilinear argon channel. Also the streamer propagation
does not follow a straight path. For the 3 slm case, it is
clear that the turbulent flow has an impact on the streamer
morphology (see figure 1(c)). This argon channel is about

Figure 3. Overlay of the spatial OH fluorescence signal and of the
spatial plasma emission (visible and near-infrared) for different
argon gas flow rates of (a) 0.5 slm, (b) 1.0 slm and (c) 3.0 slm. Both
signals were obtained simultaneously on the same detector.

2 mm in size at the nozzle and thins down as it propagates
along the jet-axis. The experimental results show that the
streamer propagates into the argon channel from the wider side
and ends its propagation within the very thin argon channel
surrounded by air impurities from diffusion, at the space
where the argon density remains the highest. This means
that the streamer is always bound by argon abundance, as
shown in figure 3. In the case of 0.5 slm (figure 3(a)), the
argon flow is laminar, inducing a rectilinear argon channel
where the streamer propagates linearly. The argon flow is only
clearly visible along the first 5 mm because of the induced
fluorescence, which is quenched by the diffusion of ambient
species as described previously. Moreover, we observe that the
streamer position is well aligned on the axis of a right circular
cone resulting from the gradient of the air diffusion into the
argon channel. It is especially true towards greater distances
from the nozzle. These observations are in perfect agreement
with the fact that the streamer propagation follows the highest
argon density which obviously is located on the axis of the
channel. However, those measurements have been made over
a 200 ns gate which means that the flow dynamics remains
static with respect to the streamer head propagation. In order
to confirm the results observed from single shot acquisitions,
successive acquisitions of streamer propagations are recorded
with the same gating time with an interval of 100 ms between
two shots. At this acquisition frequency, the flow dynamics has
time to develop from one shot to the other. Thus, it is ensured
that between two consecutive acquisitions, the flow pattern
must differ from one to the other in the case of turbulence or
non-stationary flow.

Accumulation of 50 streamers is recorded for 0.5 slm
and 3 slm flow rates, which correspond to a laminar and a
turbulent flow, respectively. The results are presented in
figure 4. In the turbulent case at 3 slm, the streamers’ spatial
distribution is spread over a wider area compared to the laminar
case at 0.5 slm. This observation is even more pronounced
after a 6 mm distance from the nozzle, where the structure
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Figure 4. Spatial streamer distribution in the jet effluent for an
argon gas flow rate of (a) 0.5 slm and (b) 3.0 slm. The number of
accumulations was 50. (The slight vertical tilt is due to the
alignment of the plasma jet.)

of the turbulence is developing, as shown in figure 2(c). For
the laminar case, (figure 4(a)), the position of the streamers
remains constant. This is in agreement with the laminar flow
pattern measured for the same conditions and presented in
figure 2(a) . It thus becomes evident that the atmospheric
streamers are bound by argon and propagate through this
argon channel. A previous study on streamer propagation
in argon flow surrounded by air has been published [27].
The authors report that the reason for the propagation of a
guided streamer in argon in the ambient air is due to the
interface between these two gases. They observe the brightest
emission on the edge on the plasma effluent and identify it
as an emission from the second positive system of nitrogen,
N2(C), mainly resulting from the efficient energy transfer of
the near-resonant transition between the argon metastables of
the (3P0,2) states and N2(X) to produce N2(C) [28]. In this
work, N2(C) emission position differs from the referred study
and is located in the center of the effluent. Moreover, the
highest emission intensity was detected in the range from 4 mm
up to 7 mm from the nozzle. This is in excellent agreement with
figure 2(c) ), where one sees that OH quenching by ambient
molecules reaches the on-axis. Therefore it can be assumed
that metastables of argon are, in the present case, located
within the argon channel where the streamer develops. One
reliable reason for the difference observed to [27] is attributed
to the presence of a grounded ring electrode in the plasma
source which must induce a different electric field and thus
different ionization mechanisms. Due to the high frequency
in the present case, streamer events will benefit from previous
ionization and excitation phenomena. The memory effect of
metastables and ions contributes largely to the development
of the discharge within the argon dominating channel. This
is also valid for the turbulent cases as the vortexes remain

constant on the time scale of streamers. A simulation of
discharge development in the case of a pure helium laminar
flow surrounded by air without diffusion explains that so-
called streamer bullet propagation is more favourable within
the helium tube than in air because of the ionization coefficient
differences of each gas [29].

The similarity in streamer path and gas flow path was also
found by [30] in pulsed atmospheric pressure plasma streams
operated in helium and neon. Interestingly, they found clear
evidence that under their experimental conditions, the plasma
determines the gas channel behavior and not, as commonly
thought, vice versa [25, 30, 31]. Since the mass density of
argon is ten times higher than for helium, this plasma-induced
gas channel forming is not directly transferable to the argon
plasma jet investigated in this work. Hence, for the laminar-
to-turbulent transition in the 1.0 slm case when the plasma
is switched on, it is not clear whether the streamers are
responsible for inducing the turbulence of the argon flow or
whether the argon flow becomes turbulent itself by pure fluid
dynamics. Experiments with the focus on this effect need to be
performed in future. The studies presented in the present work
clearly show that the path of highest argon density, lowest air
impurity density and streamer propagation are identical.

6. Conclusion

In this study, it was shown by means of PLIF on an atmospheric
pressure argon plasma jet that in turbulent mode, the streamer
path changes according to the flow pattern changes and the
resulting changes in air abundance. Furthermore, with known
OH quenching coefficients from a comparison of analytical
diffusion calculation and LIF measurements, the air impurity
boundary can be determined. Comparing the plasma-on and
plasma-off case, it was shown that in the laminar case, the
development of KH instabilities is promoted, while in the
turbulent flow, the flow patterns remain comparable. Most
importantly, it was shown that the streamer pathway is defined
by the ambient air diffusing into the effluent. From a
convection diffusion model, a steep increase of ambient air
particle density in radial direction was revealed. This gradient
forms a boundary which leads to the observed streamer
enclosure within the argon channel.
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1.  Introduction

Knowledge about ambient air diffusion and temperature is a 
vital information for atmospheric pressure plasma sources. 
Schlieren imaging is a common technique for the visualization 
of fluid flows and several textbooks give good introductions 
to the topic [1–4]. Cold atmospheric plasma (CAP) jets are 
employed as tools in the novel field of plasma medicine [5–8]. 
For both the biomedical application and for understanding 
basic chemical mechanisms in low temperature plasmas, a 
detailed knowledge about the gas temperature and ambient 
air diffusion into the active plasma zone is crucial. Schlieren 
imaging has been used to qualitatively study the interaction of 
the plasma and gas flow in such devices for various geometries 
and feed gases [9–13]. For plasma sources operated at higher 

temperatures also quantitative Schlieren [14] or similar tech-
niques including laser Schlieren deflectometry [15] and quan-
titative shadowgraphy [16] have been used to determine the 
gas temperature in the respective plasma devices. However, 
to the best of the authors knowledge quantitative Schlieren 
diagnostics have not yet been used for the determination of air 
densities and gas temperature in CAP jets operating close to 
room temperature.

With the quantitative Schlieren measurement and evalua-
tion technique presented in this work the temporally averaged 
argon and accordingly air density as well as the averaged tem-
perature of the fully turbulent CAP jet kinpen Sci is measured 
by Schlieren imaging. Additionally the calorimetric power dep-
osition is estimated by combining the Schlieren measurements 
with computational fluid dynamics (CFD) simulations. This 
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Abstract
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fluid dynamics simulations, the method not only yields the temporally averaged ambient 
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is challenging as the gas temperature rises by less than 35 K 
when the plasma is turned on and consequently the change in 
refractive index due to gas heating lies in the same range as the 
change due to gas mixing of argon and air. Obtaining both the 
ambient air density and the gas temperature requires two sub-
sequent measurements with plasma turned off and turned on. 
In order to be accurate, the method requires that the diffusion 
process is not significantly affected when the plasma is turned 
on. Previously the ambient species diffusion was studied using 
a VUV absorption method combined with an analytical model 
[17, 18] and molecular beam mass spectrometry [19] and it 
was found, that the ambient species diffusion into the effluent 
of the CAP jet is not significantly changed when the plasma 
is turned on at an argon flux of 3 slm. However, both meas-
urements were performed with the jet not operating in open 
air, but impinging upon a plate. Several groups have shown, 
that the plasma can significantly influence the fluid dynamics 
and a transition of flow regime from laminar to turbulent (or 
vice versa) can occur when the plasma is switched on [10, 12, 
20–22]. This is attributed to electrohydrodynamic forces or 
temperature effects. In a previous study on the kinpen using 
planar laser induced fluorescence (PLIF) spectroscopy on OH 
as tracer molecule (with plasma turned on) as well as PLIF 
on acetone (with plasma turned off) it was found that while 
a laminar to turbulent transition does occur at lower feed gas 
flow rates (1 slm) when the jet is turned on, the flow remains 
turbulent at a flow rate of 3 slm [23]. The CAP jet is operated 
in the turbulent regime at an argon flow rate of 3 slm (standard 
liter per minute) corresponding to a Reynolds number of 
Re  =  2980. Besides quantitative Schlieren diagnostics, the 
temperature is also measured using a non-metallic fiber-optics 
probe. Although probe measurements are likely to disturb the 
plasma and the temperature measurement, very good agree-
ment between both techniques was found. Computational fluid 
dynamics (CFD) simulations are performed and compared to 
the Schlieren results. While in the simulation the plasma is 
merely considered as a heat source, the agreement between the 
measured and simulated flow fields and temperature distribu-
tions in the far-field is very good. The heat source employed 
in the simulation is consequently used to estimate the calori-
metric power in the downstream region of the jet.

2.  Methods

2.1.  Plasma jet

The plasma jet kinpen Sci previously introduced in [19] is 
used. As feed gas dry argon at a mass flow rate of 3 slm is 
used. The jet features a powered inner needle electrode that is 
mounted in the center of a capillary with radius r0 = 0.8 mm 
and a grounded outer electrode that can be seen in the image 
of the jet in figure 1. The inner electrode is driven at a fre-
quency of ∼0.9 MHz and a peak-to-peak Voltage of 2.1 kV. 
The visible plasma effluent measures about 12 mm in length.

2.2.  Schlieren diagnostics

2.2.1.  Setup.  In figure  2 the experimental setup for the 
Schlieren and probe measurements is shown. The point light 

source is constructed by focusing the light from a green LED 
lamp (HighLED-G, Linos Photonics GmbH, Germany) on an 
aperture with a diameter of d = 0.2 mm. Between the focusing 
lens and and the aperture a diffusion disc is placed in order 
to achieve an homogeneous lighting in the test region. The 
aperture is placed in the focal point of a best-form lens (focal 
length f  = 200 mm), which creates the parallel light test region 
of the Schlieren system. Best form lenses are used in order 
to minimize spherical aberration. After passing through the 
test region in which the plasma jet is placed, the parallel light 
is again focused by another lens ( f  = 200 mm) on the knife 
edge. The knife edge is adjusted so that the detected intensity 
signal is reduced to approximately 42% of the signal without 
knife edge. The Schlieren signal is imaged using a simple 8 
bit USB camera (DCC1545M, Thorlabs, USA). In front of the 
camera a dielectric filter with a transmission wavelength of 
550 nm at a full width at half maximum of 10 nm is used. The 
combination of a green light source and this filter is chosen as 
the jet does not emit any light in this wavelength region. As 
the light intensity from the point source is not very high due 
to the small aperture, any light emitted by the jet makes the 
measurement impossible. It is noted, that a subsequent sub-
traction of the light emitted by the plasma jet is difficult, as 
the emission is not perfectly constant in time. For probe mea-
surements of the gas temperature, a non-metallic fiber-optics 
probe mounted on a three-axis linear table is used. The device 
determines the temperature by spectroscopically measuring 
the band gap of a GaAs crystal which is deposited at the tip 
of the optical fiber (FOTEMP1-OEM and TS3, Optocon AG, 
Germany).

2.2.2. Theory.  The refractive index of a gaseous medium 
depends on the molecular composition, its density or pressure 
and the wavelength. The well-known Lorenz–Lorentz (also 
termed Clausius–Mossotti) equation
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Figure 1.  Image of the argon-operated plasma jet kinpen Sci.
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relates the refractive index n of a medium at a given wave-
length to the mean polarizability αi of species i at the molar 
fraction xi and particle density N. For gases the deviation from 
the refractive index in vacuum n  −  1 = ε ≪ 1 is very small. 
Expanding (1) to first order in ε yields the Gladstone–Dale 
relation

∑ ∑ϵ ϵ ϵ= =N N x
pT

Tp
x/ .,r

i

r i i
r

r i

r i i, ,� (2)

where ϵ+1 ri denotes a reference index of refraction for spe-
cies i at density Nr. In equation (2) the density can be replaced 
by the pressure p and temperature T using the ideal gas law. 
Note that in the literature equation  (2) is often formulated 
using mass fractions instead of molar fractions. A Schlieren 
measurement of the temperature hence requires knowledge 
of the local gas composition, pressure and reference values 
nr, i for the refractive indices which can be found in the lit-
erature. The Schlieren system measures the derivative of the 
refractive index in y-direction (determined by the orientation 
of the knife edge). As the parallel light beam passes the test 
region in z-direction, the signal is integrated in z-direction. It 
can be shown (see e.g. [1]), that the intensity I measured on 
the detector relates to the refractive index in the test region for 
ε ≪ 1 via the measured contrast
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Here Ik is the signal measured without any Schlieren in the 
test region and an axisymmetric distribution of the gas causing 
the Schlieren signal is assumed, where the axis points in 
x-direction. S is the sensitivity of the Schlieren system and 
is determined by the geometry of the setup and can either be 
calculated as discussed in the appendix A or obtained from 
the experimental data as described in section 3. Equation (3) 
is the y-derivative of the Abel transform of n(r)S. Using Abels 
inversion formula, n(r) can be calculated from
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Note, that compared to the standard Abel inversion formula, c(y) 
is not derived in y-direction in ĉ, as the Schlieren system already 
gives the y-derived quantity. In the following, we will term ĉ as 
modified Abel inversion of c. Together with (2) this yields

∑ ϵ+ ˆ − =n c S
N

N
x/ 1 .

r i

r i i0 ,� (5)

The determination of the temperature now requires two mea-
surements: First, the mole fraction of argon and air need to be 
determined. This can be achieved by measuring the contrast 
cfl. when only the gas flow is turned on, but the plasma is not 
ignited. In a second measurement, the plasma is turned on and 
the respective contrast cpl. is measured. The gas temperature 
in the effluent can be determined using equation (5) together 
with the ideal gas law:
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where T0 denotes the ambient gas temperature.

2.2.3.  Data processing.  In order to determine the contrast, 
the intensity I is measured for the plasma on and plasma off 
case and is then divided by I0 as evident from equation (3). The 
relative intensities are obtained by averaging a 1280  ×  1024 
pixel, 1000-frame video sequence with an exposure time 
of 89 ms per frame. Figure 3 shows the contrast cfl. and cpl. 
obtained for both measurements.

Before a modified Abel inversion can be performed, the axis 
of symmetry needs to be determined. As shown in figure 4, the 
centerline can accurately be found by displaying only data that 
is close to zero. Before further processing, it is essential to turn 
the image so that the axis of symmetry points in vertical direc-
tion. In figure 5 the contrast along the two lateral cuts indi-
cated in figure 3 is shown. The lateral cut at 1.5 mm shown in 
figure 5(a) demonstrates that the signal in the plasma on case is 
not completely symmetric in the near field. However, already 
at a distance of 5 mm the asymmetry vanishes. Although the 
data is already very smooth due to the averaging procedure, 

Figure 2.  Experimental setup.
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a smoothing algorithm [24] is employed to speed-up the 
modified Abel inversion. The data is then interpolated using 
piecewise cubic Hermite polynomials. The expression for ĉ 
in equation (4) assumes that the data is point symmetric and 
hence only takes values of c(y) for y > 0 into account. In order 
to use the complete measured data the values for y < 0 inverted 
in the point of origin and the contributions from y < 0 and y > 0 
are then averaged, as illustrated by the dashed line in figure 5. 
Now the Integral ĉ is calculated for each line in the region 
of interest. As noise should not be integrated in the modified 
Abel-Inversion, an upper integration limit is set for each row of 
the image, as indicated by the dashed line in figure 4.

2.2.4.  Refractive indices.  An acurate determination of the 
refractive indices is crucial for the correct evaluation of the 
Schlieren measurements. Apart from the wavelength and tem-
perature, the refractive index of air depends on the humidity and 
the CO2 content. The relative humidity in the lab was measured 
to be 43% using a hygrometer (DewMaster, EdgeTech, USA), 
the CO2 concentration was assumed to be 450 ppm and the cen-
tral transmission wavelength of the filter is 550 nm. The room 
temperature was measured to be 294.7 K. For the calculation of 
the refractive index the web application provided by the National 
Institute for Standards and Technology was used, which is based 
on the Ciddor equation and yields nair − 1 = 2.713  ×  10−4 [25, 
26]. For argon a refractive index nAr − 1 = 2.619  ×  10−4 for a 
wavelength of 546 nm was used from [27].

2.3.  Computational fluid dynamics simulations

The CFD simulation was performed using COMSOL 4.2 with 
the CFD module as described in the previous publication [28]. 
The compressible Reynolds-averaged Navier–Stokes equa-
tions are solved and a standard k − ε-model is employed to 
account for the turbulence. Rotational symmetry is assumed 
in the model. Additionally to the simulations presented in 
[28], the heat transport equation

ρ ·∇ = ∇· ∇ +C T k T Qu ( )p� (8)

is coupled to the Navier–Stokes equations. Here Cp is the heat 
capacity at constant pressure, u the velocity field, k the thermal 
conductivity and Q is the heat source term. For the thermal 
conductivity the Kays–Crawford model was employed to 
account for the turbulent heat transport [29]. The heat capacity 
of the gas is weighted according to the mole fractions of argon 
and air as Cp = ∑ixiCp, i.

The geometry used in the CFD simulation is shown in 
figure 6. The right hand side of figure 6 illustrates the boundary 
conditions used. At boundary A an inflow of 3 slm argon is 
defined corresponding to an average velocity vav = 25 m s−1 
at the jet nozzle, at boundary B a normal inflow velocity of 
vB = 0.1 m s−1 is defined to obtain faster convergence (fur-
ther decreasing vB does not influence the densities obtained 
in the effluent), at C an outlet is defined. The temperature of 
the inflowing gas at boundaries A and B is set to T0 = 294.7 K 
which is the ambient room temperature measured when the 
Schlieren experiment was performed. All other boundaries 
were assumed to be thermally insulating.

Two studies corresponding to the two Schlieren experi-
ments performed: In the first study, the heat term was set to 
Q = 0, which consequently yields an isothermal result. In the 
second study the heat source term was set to

= −   −Q r r2.36(1 / ) 10 Wm4
0
4 8 3� (9)

in the domain between the pin-type electrode and the nozzle 
exit as shown in the left part of figure  6. The total power 
deposited hence amounts to P = 1.12 W.

3.  Results and discussion

3.1.  Density

Figure 7 shows the mole fraction of argon obtained by the 
isothermal CFD simulation and the Schlieren measurement. 

Figure 3.  Schlieren contrast obtained (a) for an argon gas flow of 3 slm and (b) when plasma is turned on.

Figure 4.  Displaying only contrast values close to zero makes 
finding the axis of symmetry easy. The dashed line indicates the 
upper bound that is used for the modified Abel inversion integral at 
the respective axial position after averaging the values from the left 
and right side of the axis.
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The agreement between the measurement and the simulation 
is very good. However, some deviations can be observed in 
the axial and lateral cuts of this data shown in figure 8: the on-
axis density values drop a bit earlier in the measured values 
compared to the simulation. It is unclear however, if this is due 
to uncertainties in the simulations, or due to systematic errors 
of the measurement. The good agreement between experi-
ment and simulation for larger radial distances (r > 0.8 mm) 
observed in figure 8(b) may indicate that the deviations for 
the on-axis values result from errors linked to the evalua-
tion procedure: In the modified Abel inversion of the contrast 
values obtained for a specific radial position r  =  r1 depend 
on all the data obtained in the domain r  >  r1. Small devia-
tions may therefore add up towards the axis. Previous CFD 
simulations of the jet impinging on a plate yielded very good 
agreement with quantitative molecular beam mass spectros-
copy measurements of the on-axis densities. Another kind of 
deviation can be seen for the lateral cut at z = 0.5 mm. Here 
the simulated profile drops steeper than the measured profile 

at the rim of the nozzle. This probably results from the finite 
spatial resolution of the Schlieren system due to the aperture 
with 0.2  mm diameter. The agreement at an axial distance 
of 15 mm is excellent. Note that the parameter S describing 
the sensitivity of the Schlieren system was fitted so that we 
obtain an argon mole fraction of xAr = 1 at the jet nozzle. This 
calibration method proved to be more accurate than the direct 
calculation of the sensitivity as discussed in the appendix A 
and also yields correct temperature values as presented in the 
following section.

3.2. Temperature and power

Figure 9 shows the temperature obtained by the CFD simula-
tion with heat source and the measured temperature assuming 
no change in air mole fraction, hence F = 1 in equation (7). 
Compared to the mole fraction profile in figure 7 the measured 
temperature distribution looks very similar, which indicates 
that no flow regime transition occurred and, since the diffusion 
is dominated by the turbulent diffusive transport (the computed 
turbulent diffusion coefficient is 10 to 50 times larger than 
the molecular diffusion coefficient in the effluent region), no 

Figure 5.  Lateral cuts through the data along the lines shown in figure 3 located at axial positions of (a) 1.5 mm and (b) 5 mm.

−2 0 2

−0.2

−0.1

0

0.1

0.2

lateral position / mm

co
nt

ra
st

 

 

plasma off
plasma on
smoothed
averaged

−2 0 2

−0.2

−0.1

0

0.1

0.2

lateral position / mm

co
nt

ra
st

 

 

plasma off
plasma on
smoothed
averaged

(a) (b)

Figure 6.  Geometry used in the CFD simulation. The left side 
illustrates the heat source term used for the thermal case, while the 
right side depicts the velocity magnitude and the influx of argon and 
air applied in the model.

Figure 7.  Mole fraction of argon obtained from CFD simulation 
and Schlieren measurement.
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drastic change in average mole fractions is expected. An abso-
lute difference of 10% in the average mole fractions xAr,pl./fl. 
would result in a maximum error of 1.2 K according to equa-
tion (7). The experimental results are in agreement with the 
CFD simulations: figure 8(a) shows the mole fraction of argon 
obtained from the CFD simulations both with and without 
heat source and both yield almost identical mole fractions. 
The input power for the CFD simulation was adjusted to yield 
the same far-field temperature as obtained from experimental 
data. From experimental temperature data in figure 7 it is clear 
that in the near effluent some heating still occurs. In the CFD 
simulations this additional heat source is compensated by a 
broader temperature profile at the nozzle exit. This can be seen 
in the axial and lateral cuts presented in figure 10. Figure 10(a) 
also shows the temperature obtained from the probe measure-
ment. Both experimental results agree very well, which was 
not expected a priori in the region of the visible effluent, as the 
probe was thought to possibly influence the plasma. However, 
the Schlieren measurement yields slightly higher temperature 
values in the region between 2 mm and 6 mm axial distance. 
This could result from the finite size of the temperature probe, 
which may lead to some slight smoothing of the temperature 

or from the asymmetry of the temperature field in the vicinity 
of the jet nozzle (see figure 5). The probe measurements also 
yield information about the temperature inside of the device, 
where the temperature appears to rise linearly from the tip of 
the needle electrode towards the nozzle exit. The good agree-
ment between the experimental data and the CFD simula-
tions in this region indicate that a quite homogeneous average 
volume heating inside of the device can be expected.

In figure  10(a) the effect of neglecting the difference 
between the refractive indices of argon and air also becomes 
clear: The uncorrected evaluation (for which nair = nAr was 
assumed) yields too high temperature values.

Obtaining the correct calorimetric power from the meas-
urements requires, that not only the temperature, but also the 
mole fractions of argon and air are known in the far-field, as 
Cp,air ≈ 2Cp,Ar. As evident from the far-field values shown in 
figures 8(b) and 10(b), both mole fractions and temperature 
of the CFD simulation and Schlieren measurement agree very 
well. As for axial distances larger than 8 mm no significant 
heating takes place, it can be assumed that the thermal input 
power of P = 1.1 W gives a good estimation of the thermal 
power deposited by the plasma jet, whereas a systematic error 
in the order of 5% is assumed.

The jet used in this study is very similar to the plasma jet 
investigated in [17], for which an ozone production rate of 
2.5 1016 particles/s was measured. As ozone is the dominant 
reactive species in the far-field of the jet (the production rate 
of the second most abundant species NO2 is 40 times less), 
this value can be used to estimate the chemical energy stored 
in the far-field of the jet. According to the kinetic model pre-
sented by van Gaens and Bogaerts for a similar argon CAP 
jet, only a small amount of atomic oxygen can be expected in 
the far-field (at 15 mm distance) of the jet, which is quickly 
converted to ozone as it reacts with molecular oxygen [30]. 
As ozone is almost exclusively generated from this reaction, 
half of the bond-dissociation energy of oxygen (497 kJ mol−1) 
multiplied with the ozone production rate is used as an upper 
limit estimate for the chemical far-field power. The respective 
power stored in chemical energy in the far-field thus amounts 
to approximately 0.01 W and hence is much smaller than the 
thermal far-field energy. Another energy loss channel is the 
radiation emitted by the jet which is not quantified here but 
can also contain a significant part of the input power [31]. 

Figure 9.  Temperature obtained from CFD simulation and 
Schlieren measurement.

Figure 8.  (a) Axial and (b) lateral cut through the density profile shown in figure 7. In (a) the measurement is compared to data obtained 
from the isothermal and thermal CFD simulation. In (b) the dashed lines indicate the simulation results.
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The thermal power value stated here is therefore a good esti-
mate for the power that is transfered to the plasma minus the 
radiation losses that do not contribute to reactive species gen-
eration in the far-field. For the very similar plasma jet kinpen 
09 (neoplas GmbH, Germany) a power of 1.4  W to 1.8  W 
was recently measured for molecular admixtures of up to 1% 
[32] by performing an electrical measurement following the 
method presented in [33]. As this method determines the total 
plasma input power, the slightly higher value is consistent 
with the value obtained in the present work.

4.  Conclusion

Quantitative Schlieren measurements are a simple and pre-
cise technique for the determination of both the ambient air 
density and the temperature in CAP jets. The maximum tem-
perature measured in the effluent of the CAP jet is 328 K. For 
obtaining precise temperature measurements it is necessary 
to verify that the flow regime does not change from laminar 
to turbulent (or vice versa) when the plasma is turned on. The 
fact that for low gas temperatures the change of the index of 
refraction due to the mixing of argon and air is in the same 
order of magnitude as the change due to the gas temperature 
is not problematic. In the contrary, the pure argon flux (with 
plasma turned off) can be used to calibrate the system in the 
sensitivity region of interest. Note, that since the jet studied 
operates in the turbulent flow regime and the exposure time 
is in the order of several seconds, the measured densities and 
temperatures are temporally averaged values, which on a 
shorter timescale undergo significant fluctuations.

The temperature obtained from the Schlieren images have 
been compared to measurements with an fiber-optics probe. 
While a deviation between both techniques was expected as the 
probe was thought to influence the plasma, the measured devia-
tion was not more than 3 K. The probe was also used to measure 
the temperature inside of the capillary where a Schlieren meas-
urement cannot be performed. Here a linear increase of the tem-
perature towards the nozzle exit was found. Additionally to the 
measurements, CFD simulations of the jet with plasma turned 
off and turned on were performed. In order to mimic the heating 
of the gas by the exothermic reactions and thermalization of 
fast particles in the plasma, a heat source term was added to 

the heat transport equation located inside of the capillary. The 
simulation also yields a linear temperature increase in the capil-
lary and produces the correct far-field air density (and hence 
heat capacity) and temperature. Therefore the power of 1.1 W 
applied in the CFD simulation gives a good calorimetric power 
estimation for the CAP jet. The comparison of the temperature 
distribution obtained from simulation and Schlieren measure-
ment clearly shows that while most of the heat is deposited 
inside of the device, some heating also takes place in the effluent 
up to a distance of about 5 mm from the nozzle exit.
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Appendix A.    Linear contrast region for circular 
apertures

Slits are more commonly used for Schlieren systems and 
most textbooks focus on such rectangular apertures. However, 

Figure 10.  Axial and (b) lateral cut through the temperature profile shown in figure 9. In (a) the measurement is compared to data obtained 
from the CFD simulation and probe measurements. Additionally, the temperature that is obtained when the refraction of argon is not 
corrected for is shown. In (b) the dashed lines indicate the simulation results.
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Figure A1.  The aperture is imaged on the knife edge. The circle 
segment A of height is not blocked and contributes to the illumination 
on the CCD. A beam deflected in y-direction by a distance Δ is 
detected as it produces a higher or lower intensity on the CCD.
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circular apertures are attractive if a high spatial resolution is 
required. While circular apertures are covered in [4], the non-
linear behavior that can arise is neglected. In the following the 
issue should therefore be discussed briefly.

The Schlieren system images the aperture onto the knife 
edge. Let I0 be the intensity measured on the detector without 
any Schlieren in the test region and without knife edge 
installed. When the knife edge is inserted, the intensity is 
homogeneously reduced to

=I I A h( ),k 0� (A.1)

where

π= − − − −A h h h h h( ) ( arccos (1 2 ) 2 (1 ) (1 2 ))/� (A.2)

is the normalized area of the segment of a circle with diameter 
d of height h/d as shown in figure A1(a). A beam of light that 
is deflected at an angle α in y-direction in the test region is 
hence displaced by Δh =  ± α f /d at the knife edge (for α ≪ 1), 
whereas the sign depends on the orientation of the knife edge. 
This locally leads to a change in intensity of

Δ Δ= + ≈ + ′I I S h h I A h hA h( ) ( ( ) ( ))k k� (A.3)

on the detector. The contrast can now be expressed as

Δ α= − = ′ = ± ′
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I I
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A h
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S

�
(A.4)

Together with the expression for the deviation angle (see e.g. 
[1] for derivation)

∫α = ∂
∂

 n

y
zd� (A.5)

this yields equation (3) which is the basis for the quantitative 
evaluation of the Schlieren contrast.

The linearization in equation (A.3) is only valid if h is not 
too close to 0 or 1 and Δh is small. Although a higher contrast 
may always be achieved by choosing a lower value for h and 
hence increasing the factor A′(h)/A(h) in (A.4), as can be seen 
in figure A2(a), this may result in a nonlinearity which must 
then be taken into account.

The sensitivity of the Schlieren system can be determined 
by measuring the ratio of the intensities Ik/I0 = A(h) and cal-
culating S for the respective value of h. However, due to the 
strong dependence of the sensitivity on h, small errors sig-
nificantly affect the densities and temperatures evaluated. For 
the present setup case the intensity ratio was measured to be 
Ik/I0 = 42%, which would yield a mole fraction of argon at the 
nozzle of xAr = 0.94, which is obviously too low. The deviation 
is not drastic, but as the mole fraction of argon at the nozzle is 
known to be xAr = 1, the system was calibrated using the argon 
Schlieren signal as described in section 3.1. Alternatively, the 
system could also be calibrated using the probe measurements 
for the temperature in the far-field which, as evident from 
figure 10, would yield the same results.

The sensitivity obtained in this way yields a value h = 0.45 
as shown in figure A2(b), while the respective value for the 
circle segment is A(h) = Ik/I0 = 0.437. Since the contrast in 
all experiments c < 0.25 (see figure 3) is small enough, the 
linearization in (A.3) can be applied.
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Abstract—Finding a solution for air species contamination of
atmospheric pressure plasmas in plasma medical treatment is a
major task for the new field of plasma medicine. Several ap-
proaches use complex climate chambers to control the surround-
ing atmosphere. In this paper, ambient species are excluded in
plasma–human-skin-cell treatment by ensheathing the plasma jet
effluent with a shielding gas. Not only does this gas curtain protect
the plasma jet effluent from inflow of air species but it also,
more importantly, allows controlling the effluent reactive species
composition by adjusting the mixture of the shielding gas. In the
present investigations, the mixture of nitrogen to oxygen within
the gas curtain around an argon atmospheric pressure plasma
jet (kinpen) is varied. The resulting reactive plasma components
produced in the jet effluent are thus either oxygen or nitrogen
dominated. With this gas curtain, the effect of reactive oxygen
species (ROS) and reactive nitrogen species (RNS) on the cell
viability of indirectly plasma-treated HaCaT skin cells is studied.
This human keratinocyte cell line is an established standard for
a skin model system. The cell viability is determined by a fluoro-
metric assay, where metabolically active cells transform nonfluo-
rescent resazurin to the highly fluorescent resorufin. Plasma jet
and gas curtain are characterized by numerical flow simulation
as well as by optical emission spectroscopy. The generation of
nitrite within the used standard cell culture medium serves as
a measure for generated RNS. Measurements with the leukodye
dichlorodihydrofluorescein diacetate show that, despite a variation
of the shielding gas mixture, the total amount of generated reactive
oxygen plus nitrogen species is constant. It is shown that a plasma
dominated by RNS disrupts cellular growth less than a ROS-
dominated plasma.

Index Terms—Atmospheric pressure plasma jet, gas curtain,
plasma liquid interaction, plasma medicine, reactive nitrogen
species (RNS), reactive oxygen plus nitrogen species (RONS),
reactive oxygen species (ROS), skin cells.

Manuscript received February 15, 2012; revised May 10, 2012; accepted
June 22, 2012. This work was supported by the German Ministry of Education
and Research (BMBF) under Grant 03Z2DN11&12.

S. Reuter, H. Tresp, K. Wende, M. U. Hammer, J. Winter, K. Masur,
and A. Schmidt-Bleker are with the Center for Innovation Competence
plasmatis at the Leibniz Institute for Plasma Science and Technology (INP
Greifswald e.V.), 17489 Greifswald, Germany (e-mail: Stephan.Reuter@
inp-greifswald.de; helena.tresp@inp-greifswald.de; kristian.wende@inp-
greifswald.de; malte.hammer@inp-greifswald.de; winter@inp-greifswald.de;
kai.masur@inp-greifswald.de; ansgar.schmidt-bleker@inp-greifswald.de).

K.-D. Weltmann is with the Leibniz Institute for Plasma Science and
Technology (INP Greifswald e.V.), 17489 Greifswald, Germany, and also with
the Ernst-Moritz-Arndt University of Greifswald, 17487 Greifswald, Germany
(e-mail: weltmann@inp-greifswald.de).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TPS.2012.2207130

I. INTRODUCTION

FUNDAMENTAL understanding of processes in plasma
medical research can hardly be reached unless treatment

effects of plasma jets with biological matter can be investi-
gated separately. Particularly in this field of research, however,
plasma sources are—and need to be—operated in ambient
atmosphere [1]–[3], which results in hard-to-define conditions.
These plasma sources generate a high density of reactive
oxygen or nitrogen species [4], [5]. A significant factor in
plasma-generated reactive species composition is the inflow of
atmospheric species introducing a mixture of nitrogen, oxygen,
or water impurities in significant quantities [6]. This uncon-
trolled influence makes it impossible to separate effects of, e.g.,
reactive nitrogen or oxygen species.

One approach frequently used is to perform investigations
in large or complex climate chambers, which poses a drastic
interference with the experimental conditions. In this paper,
on the treatment effects of an atmospheric pressure argon
plasma jet (kinpen) [7] on human-skin cells, ambient species
are excluded by ensheathing the plasma jet with a gas curtain.
This curtain serves two purposes: 1) It protects the jet effluent
from inflow of air species, and 2) it allows controlling the type
of species diffusing from the shielding gas into the jet effluent.
By a variation of oxygen-to-nitrogen ratio in the gas curtain, the
ratio of plasma-generated reactive oxygen to nitrogen species is
investigated, and their respective effect on the cell viability—a
combined factor of cell vitality and cell division rate—of so-
called human adult low-calcium high-temperature keratinocyte
(HaCaT) skin cells is studied. The human keratinocyte cell line
of HaCaT cells is an established standard for a skin model
system. This cell line represents an in vitro spontaneously
transformed type of keratinocytes from histologically normal
skin and was the first epithelial cell line from adult human skin
that exhibits normal differentiation [8]. It therefore provides
a promising tool for studying skin-cell-related regulatory and
metabolic pathways. Since almost all eukaryotic cells depend
on the oxygen-consummating respiratory chain, they all pos-
sess a set of reactive oxygen species (ROS) defense mecha-
nism as certain percentage (2%–3%) of oxygen ends up as
ROS [9]. Efficiency and composition of these systems vary
between the different eukaryotic cell types on a wide scale.
Concerning the HaCaT cells, research already revealed some
of the mechanisms present or involved [10]. These reactive
oxygen or nitrogen species are known to be major components
of nonthermal plasmas interfering with cell viability or cell
performance. Several groups have shown that, depending on
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the chosen plasma source and the corresponding experimental
setup and procedure, reactive oxygen plus nitrogen species
(RONS) are responsible for either inhibiting cellular prolifera-
tion via cell cycle blockage or even triggering apoptosis in some
cell lines. However, using other plasma conditions/cell lines,
stimulating effects on cell performance had also been observed
[11]–[15]. To gain an understanding of the relevant processes, a
detailed diagnostic and designed tuning of the plasma reactive
component composition is essential to identify the responsible
mechanisms or involved reactive species.

The cell viability is determined by a fluorometric assay,
where metabolically active cells transform nonfluorescent re-
sazurin to the highly fluorescent resorufin.

The plasma jet and the gas curtain are characterized by
numerical flow simulation showing the gas flux field as well as
by optical emission spectroscopy (OES) demonstrating the gas
curtain’s ability to exclude ambient species and to tailor the re-
active species composition in the effluent to be either oxygen or
nitrogen dominated. Liquid cell environment serves as the inter-
face of physical plasma and cells. To study the tailored plasma
jet–skin-cell treatment, first, the plasma-treated liquid which is
applied to the cells is investigated regarding the reactive species
composition. The concentration of nitrite and nitrate within
the cell medium serves as a measure for plasma-induced ni-
trogen species. Investigations with the leukodye dichlorodihy-
drofluorescein diacetate (H2DCFDA)—a frequently used dye
for both ROS and reactive nitrogen species (RNS) detection
[16]—determine the total amount of generated oxygen and
nitrogen species (RONS) within the cell medium in general
(for screening purposes). Compared to more specific probes,
it offers the possibility to estimate the sum RONS reactivity.
After plasma treatment, the liquid is applied to the HaCaT cells,
whose viability is investigated.

It is shown that treatment with plasma dominated by oxygen
reactive species affects cellular growth stronger compared to
treatment with plasma dominated by nitrogen reactive species.

II. PLASMA JET AND GAS CURTAIN

Plasma treatment was performed by a cold atmospheric
pressure plasma jet, the kinpen (neoplas GmbH, Greifswald,
Germany), which consists of a centered rod electrode inside
a ceramic capillary and a grounded ring electrode [17]. To
the powered central electrode, a voltage of 2–6 kVpp at high
frequency (1.1 MHz) is applied. The working gas was argon
(Ar purity 99.999%) with a gas flow rate of 5 standard liters per
minute (slm).

For the generation of the gas curtain, a glass hull was used
[18]. As shielding gas, nitrogen (N2 purity 99.999%) or oxygen
(O2 purity 99.995%) with a total shielding gas flow rate of
5 slm was used. This shielding gas creates a protective curtain
around the effluent and, in consequence, shields it from ambient
air species. The function of the gas curtain is demonstrated in
the two plasma jet photographs of Fig. 1. In the left picture
[Fig. 1(a)], no shielding gas is applied, and a considerable emis-
sion of excited molecular nitrogen (violet color impression) is
observed at the tip and around the effluent. Since no additional
nitrogen is admixed to the working gas, this nitrogen emission

Fig. 1. Photograph of the modified plasma jet with two different shielding gas
conditions. (a) No shielding gas; (b) 5-slm oxygen shielding gas.

results from excited ambient nitrogen diffused from ambient air
into the effluent. In contrast to that, neither on the tip nor around
the effluent can any nitrogen emission be observed visually
when 5 slm of oxygen is applied as shielding gas [Fig. 1(b)].
This indicates that the oxygen shielding gas ensheathes the
effluent, which impedes ambient air nitrogen diffusion into the
effluent.

As standard cell culture medium for this study, Roswell Park
Memorial Institute (RPMI) 1640 medium with and without phe-
nol red, supplemented with 8% fetal calf serum, 1% penicillin,
and streptomycin, was used. For plasma treatment, 5 mL of this
standard cell culture medium was placed in a polystyrene petri
dish with an outer diameter of 60 mm. The distance between the
plasma jet nozzle and the liquid surface was set to 9 mm, and the
distance between plasma jet nozzle and glass cover outlet was
1.9 mm. Samples were treated for 90, 180, and 360 s and moved
with the same velocity for each treatment time continuously, by
using a computer-controlled xy table, during the treatment to
ensure a homogeneous treatment of the medium.

For the cell vitality assay, an indirect treatment procedure
was used: Immediately after plasma treatment, cells were
brought in contact to either undiluted plasma-treated medium or
serial dilutions thereof. Our investigation shows that, in indirect
plasma treatment, dilution of cell medium has the same effect
as reduction of treatment time (data not shown). From the serial
dilution, a treatment time equivalent is calculated.

The indirect treatment was chosen to focus only on the
effects of RONS and ROS and to exclude effects resulting from
radiation, electric fields, and excited plasma species.

III. SIMULATION AND DIAGNOSTIC SETUPS

A. Fluid Dynamics Simulation

Transport of ambient air into the effluent of the plasma jet
operated above a petri dish is investigated by numerical sim-
ulations. Simulations were carried out both with and without
applied gas curtain. The isothermal Navier–Stokes equations
are coupled to the standard k − ε turbulence model [19] and
solved using COMSOL Multiphysics 4.2.

Convective and diffusive mass transport of argon, air, and
shielding gas is implemented as described in [18]. A working
gas inflow of pure argon and an inflow rate of pure shielding
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gas are fixed at 5 slm each. Equal molar masses of shielding
gas and air are assumed. From the side, a gas flow of pure air is
allowed with a normal velocity of 0.1–0.5 m/s.

B. OES

In order to investigate the effect of an oxygen and a nitrogen
gas shielding on the effluent emission signal, space-resolved
OES was performed. This furthermore yields information about
the excited species distribution. For the measurements, the
plasma jet was positioned side on to a focusing lens. The lens
images a spot with a diameter of 0.25 mm of the effluent region
into an optical fiber. This UV transparent quartz fiber was con-
nected to a two-channel spectrometer (AvaSpec-ULS2048x64-
USB2-2, Avantes) with a 25-μm slit width. The first channel
is UV sensitive in the spectral range from 200 to 450 nm and
has a spectral resolution of 0.33 nm. The second channel covers
the visible and near-infrared spectral range (450–960 nm) with
a spectral resolution of 0.7 nm. In order to obtain spatial
information of the emission signal, the lens and the optical fiber
holder are mounted on a two-direction stepping motor stage.
The step sizes in axial (z) and radial (r) directions were set to
0.5 and 0.15 mm, respectively. The number of collected spectra
in each direction was 21 covering a range of −1.5–1.5 mm from
the effluent center in the radial direction. Due to the glass cover,
the axial measurement started not immediately at the jet nozzle
but from a distance of 1.9 mm and ended at 11.9 mm. Three
different shielding gas conditions were investigated by the OES
measurements: no shielding gas, 5-slm nitrogen shielding gas,
and 5-slm oxygen shielding gas.

C. Nitrite and Nitrate Concentration Measurements

The concentration of nitrite and nitrate in plasma-treated
liquid was measured via a colorimetric assay (nitrate/nitrite col-
orimetric assay kit, Cayman Chemical Company, Ann Arbor,
MI). This assay is a simple-to-use method for the measurement
of the total nitrite/nitrate concentration. The standard curve
was diluted eightfold to 4.375 μM from original maximal
standard concentration of 35 μM. The nitrite concentration
was determined by adding two different Griess reagents (1 +
2) to the sample, which react with nitrite into a deep purple
azo compound. The absorbance at 540 nm in comparison with
the standard curve gives the total concentration of nitrite. The
light absorbance was measured by a microplate reader (Tecan
Infinite M200 Pro, Tecan Group Ltd., Männedorf, Switzerland).

For the determination of the nitrate concentration, it is nec-
essary to use an additional step. Due to the fact that only nitrite
reacts with Griess reagents to form the purple azo compound,
nitrate has first to be reduced to nitrite by a nitrate reductase
enzyme and a related cofactor. After this step, the difference be-
tween the total concentration of nitrate plus nitrite and the total
concentration of nitrite yields the initial nitrate concentration.

The test was performed in four 96-well plates, two for nitrate
and two for nitrite. For each sample, a standard curve was
measured by mixing a defined standard concentration into our
standard cell culture medium (as described in Section II). For
each data point, three independent samples were investigated.

Each sample was prepared and analyzed in triplicate. For the
detection of nitrite, 80 μL of every sample was used, and 20 μL
of our standard cell culture medium (described in Section II)
was added. For the determination of the nitrate concentration,
20 μL of our standard cell culture medium was replaced by
10-μL nitrate reductase and 10-μL nitrate cofactor. This ac-
tivation of the samples and the corresponding standard curve
measurements were performed immediately after the plasma
treatment. After 1-h incubation time at room temperature,
50-μL Griess reagent 1 and 50-μL Griess reagent 2 were added.
After further 10 min, the concentration was determined by
measuring the light absorbance at 540 nm, from which the
background light absorbance of the untreated liquid and of the
well plate was subtracted.

D. ROS/RNS Detection in Standard Cell Culture Media

ROS/RNS concentration was estimated utilizing the conver-
sion of the nonfluorescent leukodye 2′,7′-(H2DCFDA) into the
highly fluorescent oxidation product dichlorofluorescein.

Plasma treatment was done according to Section II:
Kinpen with different shield gas compositions was applied
(0%/20%/40%/60%/80% O2 in N2, pure O2) was used to treat
5-mL standard cell culture medium. Two hundred microliters
of the medium or its dilutions were immediately pipetted into
a black flat bottom 96-well plate (Nunc, Roskilde, Denmark)
using eight replicates each. An eight-channel pipettor was used
to add 25 μL of 4.5-μM H2DCFDA (Sigma, Deisenhofen,
Germany) in phosphate-buffered saline (PBS) as quickly as
possible. Plates were kept in dark and humid conditions at
37 ◦C. Fluorescence intensity was measured after 6 h to
allow spontaneous deacetylation of H2DCFDA (Tecan F200
with 485/535-nm filter set, Tecan Group Ltd., Männedorf,
Switzerland). Under these conditions, H2DCFDA showed a
dose-dependent response to H2O2 without a specific deacetyla-
tion. A de-esterification, e.g., by adding esterases, was avoided
to reduce interference with plasma-generated RONS. Non-
treated medium served as background control.

E. Cell Viability Assay

Cell viability was determined using the conversion of
7-hydroxy-3H-phenoxazin-3-one 10-oxide (resazurin) by
metabolically active cells into the highly fluorescent 7-hydroxy-
3H-phenoxazin-3-one (resorufin) [20]. Adherent HaCaT cells
were used for the assay. Only cells with less than 75 cell
population doublings (30 passages) were used and subcultured
twice a week using standard cell culture procedures. RPMI
1640 medium with 8% fetal calf serum, penicillin, and
streptomycin (1%) served as standard cell culture medium, and
the cells were maintained at 37 ◦C, 95% humidity, and 5%
CO2 level.

For the assay, 35 000 cells/mL were seeded in standard
medium in 96-well plates and were allowed to rest in an
incubator for 24 h.

Plasma treatment was accomplished according to Section II:
The plasma treated medium was immediately transferred into
one row of wells of the cell culture plate and serially diluted
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Fig. 2. Cell viability over treatment time equivalent. Example indicates IC50

value determination via sigmoidal regression (here, 14.6-s treatment time
equivalent).

with complete medium immediately (six parallel wells per
treatment time) to obtain different treatment time equivalents.
Etoposide (0.5 μM) was used as negative control and interplate
standardization, and argon-gas-treated medium (5 slm, kinpen
with plasma off) served as background control. Seventy-one
hours after treatment, plates were washed using Hanks buffered
saline with Ca2+/Mg2+ and cultivated with 100-μM resazurin
in standard medium for 1 h. Finally, fluorescence intensity of
the produced resorufin was read using the Tecan M200 multi-
plate reader described in Section III-C (530-nm excitation and
590-nm emission). Cell viability was calculated as percentage
of background control. Fifty percent inhibition of cell viability
(IC50) was estimated of relative resorufin fluorescence data
as a function of treatment time equivalent (see Fig. 2). Each
IC50 value was determined for serial dilutions of 90- and 180-s
plasma treatment, respectively.

IV. RESULTS AND DISCUSSION

A. Fluid Dynamics Simulation Results

In Fig. 3, the mole fractions xi = ωiM/Mi of ambient air
and shielding gas are shown. It can be observed that vortices
driven by the argon flux from the plasma jet occur due to the
geometry of the petri dish. During operation in ambient air,
pure air diffuses into the effluent of the plasma jet, while the
petri dish leads to an argon-enriched atmosphere above the dish,
consisting of 63% air only. With applied gas curtain [Fig. 3(b)],
the shielding gas forms a protective cover or curtain around the
argon-enriched atmosphere, making the production of reactive
species in the effluent independent from the geometry of the
experimental (or clinical) setup and from environmental influ-
ences such as humidity. This enables well-definable conditions
for the chemistry in the plasma jet effluent. Furthermore, the
shielding gas mixture can be adjusted in order to produce a
tailored composition of reactive oxygen and nitrogen species
for biomedical applications of low temperature plasma jets.

Fig. 3. Mole fractions of (a) ambient air and (b) shielding gas (a) without and
(b) with gas curtain. The values for the mole fractions are displayed on a linear
gray scale with black marking one and white representing zero.

B. OES Results

The OES reveals the existence of different excited species
in the radiating effluent of the investigated plasma jet, namely,
hydroxyl (OH), nitrogen (N2), atomic oxygen (O), and argon
(Ar). Since neither oxygen nor nitrogen is admixed directly to
the working gas, the appearance of both species in the spectrum
is due to ambient air diffusion or working gas impurities. The
influence of the latter is very small since argon gas with a
high purity was used. Furthermore, the plasma jet was operated
30 min prior to the measurement to provide steady-state con-
ditions. Despite both precautions, OH emission was detected.
This indicates that remaining water vapor, originating from
the tube wall, is dissociated in the plasma zone. Water-vapor
dissociation not only produces OH but also generates (atomic)
oxygen. Hence, atomic oxygen detected in the effluent has two
origins: the tube-induced water vapor and the influx of ambient
air. This is in contrast to nitrogen molecules, which only
originate from ambient air. In order to visualize the change
of emission intensity of excited nitrogen and excited atomic
oxygen due to different shielding gas configurations, two de-
fined spectral ranges are evaluated. These spectral regions in-
clude the nitrogen emission N2(C

3Πu − B3Πg) in the range of
330–338 nm and the atomic oxygen emission O(5P −5 S) in the
range of 775–778 nm. The normalized integrated intensities of
both emission signals are shown for the three applied shielding
gas configurations in Fig. 4. The N2 and O emission signals are
normalized separately to the highest obtained intensity value
that was measured for the three shielding gas configurations.
This provides comparability between different shielding gas
settings but not between N2 and O emission intensities. In
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Fig. 4. Optical emission map of the second positive system of nitrogen and
of atomic oxygen of the plasma jet effluent for three different shielding gas
conditions (100% nitrogen, 100% oxygen, and without shielding gas).

Fig. 4(a)–(c), emission signal of N2 is shown for no shielding
gas (a), 5-slm oxygen shielding gas (b), and 5-slm nitrogen
shielding gas (c). When no shielding gas is applied, the highest
N2 emission is detected at about 5 mm from the jet nozzle in
the center of the effluent. A comparable intensity distribution
is obtained when a nitrogen shielding gas is applied. However,
two major differences can be observed. First, the maximum of
the N2 emission is shifted from z = 5 mm to z = 6.1 mm,
and second, the radial profile is much smaller. Both differ-
ences are due to the additional nitrogen shielding gas flux that
produces less turbulence directly behind the glass nozzle. In
consequence, nitrogen-exciting particles like metastable argon
atoms are not dragged into the radial outer regions in the same
amount as they are when no shielding gas is applied. This
leads to a thinner radial profile and prolongs the effect range of
energetic species. Hence, the excitation maximum of nitrogen
is shifted. With oxygen as shielding gas, no nitrogen emission
can be detected, which shows the efficiency with which the gas
curtain shields from ambient nitrogen influx.

The measurement results for the O emission signal are shown
in Fig. 4(d)–(f) for the same shielding gas variations as for the
presented N2 emission signals. The highest emission intensity
of the evaluated atomic oxygen line is found in the oxygen
shielding condition [Fig. 4(e)]. This maximum is positioned in
the center of the effluent at z = 4.5 mm. The profile shape is
similar to the shape in the case of no shielding gas [Fig. 4(d)].
Compared to the results of N2 emission, this indicates that
changes in turbulence do not much affect the formation and
excitation of atomic oxygen. Since no ambient oxygen is ex-
pected in the effluent when applying a nitrogen shielding gas,
no emission signal should be detected [compare situation in
Fig. 4(b)]. However, Fig. 4(f) still shows a small emission signal
located near the glass nozzle. This remaining signal is assumed
to be not due to the ambient oxygen influx but due to the already
discussed production of atomic oxygen from the dissociation of
water vapor.

To summarize the OES findings, the reactive species com-
position in the effluent is adjustable toward a ROS-determined
plasma (oxygen shielding gas) or toward an RNS-determined
plasma (nitrogen shielding gas).

Fig. 5. Nitrite concentration after 90-, 180-, and 360-s plasma treatment of
5-mL cell culture medium in dependence of different oxygen-to-nitrogen ratios
of the shielding gas.

C. Nitrite and Nitrate Assay

Plasma treatment of liquids with a designed effluent reactive
species composition can tailor the reactive nitrogen and oxygen
species concentrations within the treated liquid [18]. In this
paper, plasma-induced nitrite concentration in our standard
cell culture medium (described in Section II) is investigated.
Nitrite concentration is used as a measure for nitrogen-based
reactive species within the liquid. The plasma-generated nitrite
concentration is shown in Fig. 5.

The data show that the trend is the same for all treatment
times, and the maximum amount of nitrite can be expected
between 0% and 25% oxygen shielding gas. The highest mea-
sured concentration of nitrite (for example, after 360 s, there
were 1200 nM produced) was at 25% oxygen and 75% nitrogen
shielding gas mixture. With higher oxygen concentration in the
shielding gas, the nitrite concentration decreases to a minimum
of 50 nM (after 360 s) at 100% oxygen, so that plasma treatment
with a pure oxygen gas shielding leads to almost no nitrite in the
liquid.

The nitride concentration can be finely tuned: With only
oxygen as shielding gas, the lowest nitrite concentration is
achieved because no RNS is generated in the jet effluent. With
only nitrogen as shielding gas, the nitrite concentration is low
as well because there are almost no oxygen species from which
nitrite can be produced. From 20% of oxygen toward higher
oxygen concentrations, the nitrite concentration in the cell
medium continuously decreases to the lowest concentration at
100% oxygen.

Due to the high concentration of nitrate in the cell culture
medium (840 μM) and due to the comparatively small amount
of nitrate generation (around a few nanomoles), no significant
change of nitrate concentration could be measured. For the
total concentration of nitrate and nitrite, the test was also
performed in a nitrate-free solution, in PBS. The trend for the
nitrite concentration as a function of shielding gas mixture is
comparable to plasma-treated cell culture medium shown in
Fig. 5. In untreated PBS, almost no nitrate could be found.
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Fig. 6. H2DCFDA fluorescent assay for determination of reactive oxygen and
nitrogen species generated. Dependence of fluorescent intensity and treatment
time in complete medium.

Fig. 7. H2DCFDA fluorescent assay for determination of reactive oxygen and
nitrogen species generated within the plasma-treated cell culture medium.

D. ROS/RNS Concentration

The leukodye H2DCFDA is a frequently used dye for
both ROS and RNS detection. However, it is described that
H2DCFDA lacks sensitivity regarding RNS and ROS [14], but
other literature mention the different reactivities toward differ-
ent kinds of ROS or RNS species. Even if the total amount of
RONS cannot be determined exactly, the potential of a solution
to convert H2DCFDA is measured. As a first approximation,
this conversion potential can be used as a quick measure for the
total amount of RONS in liquids.

The conversion of H2DCFDA is clearly dependent on treat-
ment time equivalent of complete medium using the kinpen and
the incubation time of the leukodye with the plasma-treated
medium (see Fig. 6 example for 90-min incubation time). The
data show a tendency toward lower conversion efficacy for long
(45 s) and very long treatment times (90 s) as indicated by the
decrease linearity. This observation is typical for rate-limited
chemical reactions and might be due to a beginning H2DCFDA
depletion during reaction.

On the other hand, no influence of shielding gas compo-
sition in total H2DCFDA conversion rate could be observed
(see Fig. 7). With respect to the discussed sensitivity of this

Fig. 8. Cell viability/cell division assay. Shielding gas composition signif-
icantly influences HaCaT cell response. One hundred percent IC50 value
corresponds to 14.6-s treatment time equivalent.

assay against RNS and ROS species, this can be interpreted
as follows: The total conversion potential of reactive species
generation by the argon plasma is independent from the com-
position of the shielding gas but remains constant all the time.
However, the composition of the reactive species generated is
changing with the composition of the shielding gas ranging
from rather oxygen-dominated species to nitrogen-dominated
species with increasing N2 proportion in the shielding gas (see
Fig. 7). This can be interpreted that the total amount of reactive
species remains constant, but the mixture of species can be
controlled by the shielding gas composition; however, further
investigations—focusing on specific reactive species—need to
be carried out to confirm this assumption.

E. Cell Viability

The used resazurin conversion assay depends on the cell
viability, a combined parameter of cell vitality and cell division
rate. The reported data reflect mainly a disruption in cell
division, as this would lead to a decreased cell number at the
end of the incubation time and, hence, a lower overall metabolic
activity. The cell division is a tightly regulated cellular process
and a very sensitive parameter to reveal changes in the cellular
environment or the effect of extracellular noxes [21], [22].

As reported in Section IV-D, the shielding gas composition
does not affect the total reactive species flux (Fig. 7). However,
both the NO−

2 production rate and the reaction of HaCaTs show
a change in reactive species quality with altering the gas curtain
composition. With increasing oxygen fraction in the shielding
gas, NO−

2 production drops, and cell viability decreases (see
Fig. 8). For low to intermediate O2 concentrations (0%–40%)
in the shielding gas, cell viability is high. A further increase
of O2 partial pressure decreases cell viability significantly in a
proportion-dependent manner.

V. CONCLUSION

In this paper, the effect of atmospheric pressure plasma-
generated reactive oxygen and RNS has been investigated.
For the investigations, a gas curtain was set up around a
plasma jet effluent. Optical emission spectra and numerical flow
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simulation showed that the shielding gas ensheathes the plasma
jet effluent and protects the effluent from ambient species diffu-
sion. By adjusting the shielding gas composition, the gas curtain
allows for a reduction of RNS yielding a ROS-dominated
plasma. For the investigation of the plasma-generated reactive
species, human-skin cells were treated indirectly by the mod-
ified plasma jet. Our standard cell culture medium (described
in Section II) was plasma treated and subsequently applied to
the cell culture. Liquid diagnostics indicate the following: A
variation of shielding gas composition does not affect the total
number of reactive oxygen and nitrogen species produced. Only
the fraction of RNS is reduced down to the level of impurities.
Within the cell culture medium, nitrite, as an indicator for RNS,
decreases with decreasing nitrogen fraction in the shielding
gas. With decreasing RNS in the cell culture medium, the cell
viability of the treated cells is reduced. From this, it can be
concluded that treatment with a ROS-dominated plasma has
a higher impact on cell viability than a plasma dominated
by RNS.
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Abstract
Atmospheric pressure plasma jets for biomedical applications are often sustained in He with 
small amounts of, for example, O2 impurities and typically propagate into ambient air. The 
resulting poorly controlled generation of reactive species has motivated the use of gas shields 
to control the interaction of the plasma plume with the ambient gas. The use of different gases 
in the shield yields different behavior in the plasma plume. In this paper, we discuss results 
from experimental and computational investigations of He plasma jets having attaching and 
non-attaching gas shields. We found that negative ion formation in the He-air mixing region 
significantly affects the ionization wave dynamics and promotes the propagation of negative 
guided streamers through an electrostatic focusing mechanism. Results from standard and 
phase resolved optical emission spectroscopy ratios of emission from states of N2 and He 
imply different electric fields in the plasma plume depending on the composition of the 
shielding gas. These effects are attributed to the conductivity in the transition region between 
the plasma plume and the shield gas, and the immobile charge represented by negative ions. 
The lower conductivity in the attaching mixtures enables more extended penetration of the 
electric field whereas the negative ions aid in focusing the electrons towards the axis.

Keywords: Atmospheric pressure plasma jets, guided ionization waves, phase resolved optical 
emission spectroscopy, modeling

(Some figures may appear in colour only in the online journal)

1.  Introduction 

Cold atmospheric plasma jets (CAPJ) emanating into ambient 
air are being investigated for a wide range of biomedical and 
biotechnological applications [1–3]. The typical CAPJ con-
sists of a rare gas seeded with a small fraction of reactive gas, 
usually less than a few percent, flowed through a tube of up to 
a few mm in diameter [4, 5]. Pulse periodic electric discharges 
in the tube produce an ionized, radical and excited state laden 

plume, which subsequently mixes with and reacts with the 
ambient air. The plasma component of the plume takes the 
form of periodic ionization waves through the more easily 
ionized rare-gas dominated channel that is bounded by the 
less easily ionized ambient gas. The plasma plume is therefore 
often referred to as a guided streamer. The reactive oxygen and 
nitrogen species (RONS) produced by CAPJ having guided 
streamers can be influenced by gas curtains of defined com-
position surrounding the plume of the plasma jet [6, 7]. Such 
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control has enabled making correlations of plasma-generated 
reactive species with biological effects [8, 9].

The effect of the surrounding gas on the plasma propaga-
tion and formation of RONS has previously been investigated 
using helium (He) jets emanating into ambient air and in He 
atmospheres. Plasma jets using sinusoidally excited needle-
shaped electrodes [10] and positive pulses [11] emanating 
into He atmospheres produce a diffuse discharge due to the 
ability of the discharge to freely propagate into the ambient 
gas. When emanating into an air atmosphere, the confining 
effects of the electronegative and low ionization rate molec-
ular gas surrounding the plume produce a guided streamer. 
Simulations of a He plasma jet produced similar trends [12].

Several modelling studies have investigated the mechanisms 
leading to the formation of guided streamers in He-operated 
plasma jets. Sakiyama and Graves simulated a He plasma jet 
flowing into nitrogen (N2) impinging on a glass plate with a 
grounded metal plate underneath [13]. They were able to explain 
the ring shaped emission patterns and bacteria killing patterns 
experimentally observed [14] by mixing of excited and ionized 
He with the surrounding N2. Naidis also found annular emission 
patterns in a simulation including both N2 and oxygen (O2) as 
the surrounding gas [15]. He found that in regions where the 
mole fraction of air exceeded 0.1%, attachment to O2 prevented 
further radial expansion of the streamer. Detachment from −O2 
formed in a previous pulse can provide seed electrons for the 
propagation of the subsequent streamer. The numerical inves-
tigation of Breden et al showed that while photoionization in 
front of the streamer head does increase the propagation speed of 
guided streamers, it is not a necessary requirement for streamer 
propagation [12]. They also found that molecular impurities 
(N2, O2, air) of up to 1% can enhance the development of the 
streamer within the discharge tube while possibly quenching 
the streamer outside the tube. Several numerical studies have 
suggested that a finite mixing layer between He and air is not a 
necessary requirement for the development of a guided streamer 
[12, 16, 17]. The guiding of streamers by the He gas flow is 
usually explained by the lower electric fields required for the 
streamer propagation in He than in the surrounding gas, as well 
as memory effects such as preionization and accumulation of 
excited species from the preceding streamer [11, 18].

Naidis [19] investigated the differences between guided 
streamers created by positive and negative voltage pulses of 
the same magnitude and found that positive streamers lead 
to a stronger electric field in the streamer head and tend to 
propagate faster and further than negative ones. The emis-
sion patterns found in that work agreed well with experiments 
[20]. A comparison of positive and negative streamers was 
also made by Xiong and Kushner for ionization waves propa-
gating inside dielectric tubes [21]. Unlike guided streamers 
into ambient gas, it was found that negative streamers propa-
gate faster than positive streamers, an effect attributed to the 
focusing effect of the tube walls. While in a free jet, electron 
diffusion leads to a broadening of the streamer head, and con-
sequently to lower electric fields and a slower propagation 
as found for streamers in air [22], the walls of the tube can 
rapidly charge and produce an electric field pointing in the 
direction of streamer propagation.

Winter et al [23] measured metastable He (He(23S1), Hem) 
concentrations using laser absorption spectroscopy on a CAPJ 
while incorporating shielding gases consisting of mixtures of 
N2 and O2. It was found that the Hem concentration in the 
plume strongly depends on the composition of the shielding 
gas: The Hem density in the vicinity of the jet nozzle amounts 
to 1013cm−3 if the O2 concentration in the shielding is between 
15% and 100%. As the O2 content in the shielding gas is 
decreased below 10% the Hem density drops by at least two 
orders of magnitude (below the detection limit of the system). 
Similar densities and trends were observed when a mixture 
of O2 and Ar was used as the shielding gas. These findings 
indicate that the decrease in Hem density with decreasing O2 
content in the shielding gas is not due to the presence of N2, 
but due to the absence of O2.

In this paper, we report on the consequences of ambient 
O2—and especially its electronegative properties—on 
dynamic processes in the plume of a He CAPJ. Several pre-
vious investigations have been performed on the particular 
CAPJ used in this study, the kinpen Sci [24]. For example, 
the previously mentioned measurements of Hem densities 
were made using this device [23]. As a result, the baseline 
operating characteristics of the CAPJ are well known and 
can be extrapolated to the broader class of CAPJ [4–6]. The 
consequences of O2 content in the ambient and shield were 
investigated by using optical emission spectroscopy (OES) 
and numerical modelling. The OES measurements include 
low-resolution observations of the emission of atomic and 
molecular lines, high spectral and spatial resolution of N2 
emission bands and time resolved images of the plume of 
the jet jets using a fast-gating iCCD camera. We found that 
if the jet is shielded with N2, an intense N2 emission occurs 
at the side of the jet nozzle and a dark space occurs at a dis-
tance of 0.5 to 1 mm from the nozzle. These features do not 
occur if the jet is shielded by synthetic air. We also observed 
a backwards directed emission (travelling along the jet axis 
against the flow direction) during the positive half-cycle if the 
shielding gas contains O2.

Two dimensional numerical modeling of the discharge was 
also performed. A correlation between the observed emission 
patterns and the computed electron densities and electric fields 
was obtained. This leads to the central hypothesis that anions 
formed from O2 contribute to a focusing of the electrons in the 
plume of the jet during the negative half-cycle.

2.  Description of the experiment and model

2.1.  Experiment

In this investigation, the plasma jet kinpen Sci was operated 
with a shielding gas device. The jet is identical to that diag-
nosed by Winter et al [23]. The device features an inner needle 
electrode which is mounted in the center of a ceramic capil-
lary of 1.6 mm inner diameter with a grounded outer electrode. 
The inner electrode is driven at a frequency of 940 kHz with 
a peak-to-peak voltage of 1.7 kV [23]. The jet and shielding 
gas device are schematically shown in figure 1. The feed gas 
is He at 2.5 standard liters per minute (slm) (Alphagaz 1, Air 
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Liquide, France). The employed shielding gas mixtures were 
5 slm of N2 and O2 (Alphagaz 1, Air Liquide, France) in dif-
ferent mixing ratios ranging from pure N2 to pure O2.

Low resolution spectra of the jet emission in the region of 
250–970 nm were obtained using the AvaSpec ULS2048X64-
2-USB2 (Avantes, Netherlands) spectrometer with a slit width 
of 25 µm. The end-on spectrum was obtained by placing an 
optical fiber in front of the plume. The spectral sensitivity 
was calibrated using the light source DH-2000-CAL (Ocean 
Optics, USA).

Side-on spatially resolved spectra were made with the 
imaging spectrograph Shamrock 750 (Andor, Northern 
Ireland) with the EMCCD Newton 971 (Andor) with an 
entrance slit width of 20 µm and a grating with 600 lines mm−1. 
Using two lenses, the jet was imaged onto the entrance slit of 
the spectrometer.

The experimental setup and gating sequence for the 
PROES measurements are shown in figure 1. A high-repeti-
tion rate gated iCCD camera (LaVision PicoStar HR12) was 
used for the imaging. The image intensifier consists of a photo 
cathode, micro channel plate (MCP) and phosphor screen. 
The kinpen Sci generates a TTL signal that is fed to the 
camera control unit. During each period of the plasma jet the 
control unit gates the MCP for 1 ns after a fixed phase locked 
delay with respect to the TTL signal. The gating signal and the 
voltage applied at the inner electrode of the jet are monitored 
on the oscilloscope allowing an assignment of the image with 
the phase of the jet. By varying the delay with respect to the 
TTL signal phase resolution is obtained. The exposure time of 
the CCD was adjusted for the light intensity and ranges from 
20 ms to 800 ms. A 707 nm filter with a spectral FWHM of 
9 nm was used for observing He emission (He 33S-23P) and a 
390 nm filter (FWHM 20 nm) was used for N2 emission (first 
negative system, FNS and second positive system, SPS). The 
field of view of the camera for the PROES measurements with 
the plasma turned off is shown in figure 2. An additional gas 
flow of 0.1 slm can be introduced in the plume of the plasma 
jet using a glass pipet.

2.2.  Model

Using the 2-D cylindrically symmetric, plasma hydrodynamics 
model, non-PDPSIM [25, 26], a single jet with a shielding gas 
curtain with dimensions similar to that of the kinpen Sci was 
simulated using an unstructured triangular mesh as shown in 
figure 3. The computational domain is 24 mm by 8.8 mm and 
contains nearly 16000 nodes with 13 000 being plasma nodes. 
The mesh has refinement zones that, as shown in the left panel 
of figure 3, allow for finer resolution in the discharge region 
(from 30 µm at the tip of the pin electrode) to coarser resolu-
tion (0.2 mm) far from the plasma. The primary goal of this 
computational investigation was to analyze the effects of the 
shielding gas on the propagation of the ionization wave and 
the production of reactive species from the interaction of the 
plasma produced charged and reactive species and the gas 
in the curtain. A secondary aspect was to validate the model 
through comparison of trends with the experiment using this 

Figure 1.  Schematics of the experimental setup and principle of the phase resolved optical emission measurements. In the sketch of the 
oscilloscope, the dotted black line represents the voltage signal, the dashed green line the TTL signal and the continuous blue line the 
gating signal for the MCP.

Figure 2.  Field of view of camera and geometry used in the PROES 
setup.
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unique scenario of gases shrouding the helium plasma jet to 
optimize production of RONS.

In this study, the plasma transport module, the radiation 
transport module and the fluid transport modules of non-
PDPSIM were used. The neutral flow field was modeled by 
integrating modified versions of the compressible Navier–
Stokes equations which account for large gradients in average 
molecular weight. The flow field is allowed to develop for 5 ms 
prior to applying voltage to the electrode. At this point, the 
plasma transport module is used to solve Poisson’s and charged 
and neutral species continuity equations with picosecond time-
steps using a fully implicit Newton-iteration technique with a 
maximum allowed error of 3   ×   10−6 for convergence for each 
timestep. Poisson’s equation  is solved throughout the entire 
computational domain, including both dielectric tubes (ε/εo 
= 4 without conductivity) and electrodes (treated as metal). 
Using a time-slicing technique, the electron energy equation is 
updated for electron temperature which is then used to provide 
transport coefficients and rate coefficients. These coefficients 
are obtained from tabular stationary solutions of Boltzmann’s 
equation for the electron energy distributions. These tables are 
updated every 5   ×   10−11 seconds to reflect instantaneous 
changes in gas composition. Photoionization of O2 is addressed 
in the radiation transport module. During the discharge pulse 
the fluid module is called every 5   ×   10−11 seconds to provide 
close coupling to the plasma transport. The description of the 
model of an atmospheric pressure plasma jet into humid air is 
described in depth in [27].

In the numerical investigation, impure He (containing 
2 ppm O2 and 3 ppm H2O) flows through the central tube at 

2.5 slm. The shielding gas flows at 5 slm into humid air (N2/
O2/H2O = 79.5/20/0.5). Four shielding gas compositions were 
analyzed: N2/O2 = 99/1, 1/99, 80/20 (synthetic air), and an 
artificial electronegative N2 (eN2). In order to isolate the con-
sequences of an electronegative shield, an N2 shield was mod-
elled while allowing the N2 to additionally attach to form a 
fictitious −N2 using the same rate of attachment and ion–ion 
neutralization as would occur for −O2. This is referred to as 
electronegative N2 (eN2).

The voltage profile used in the model is a 5 ns rise time 
to  −15 kV and 75 ns duration at that voltage. The ring elec-
trode on the inner tube is grounded. Compared to the experi-
ments, a higher voltage is applied in the model in order to 
produce a guided streamer on the first discharge pulse. The 
propagation of a single negative streamer during an 80 ns 
interval is simulated.

3.  Results and discussion

3.1.  Optical emission spectroscopy

An example of the low resolution optical emission spectrum 
is shown in figure  4 when using N2 or synthetic air as the 
shielding gas. The emission originates from atomic He, the 
He excimer, atomic oxygen (O), molecular N2 and molecular 
N2 ions, as well as from hydroxyl and atomic hydrogen [28–
30]. The end-on spectra obtained with N2 and synthetic air 
as shielding gases are similar, which is expected as the emis-
sion in this case mainly originates from inside the capillary. 
Only a slight increase of the intensity of the O lines and a 
small decrease of the N2 emission were observed when syn-
thetic air was used compared to N2. Note that emission from 
O, hydroxyl (OH) and atomic hydrogen (H) is observed which 
originates from impurities in the He. The feed gas contains up 
to 3 ppm of water vapor and up to 2 ppm of O2. Further impu-
rities may result from desorption from the interior surfaces of 
the feed gas tube, back diffusion from the ambient or diffusion 
through PTFE tubes [31].

Differences in the spectra for different shielding gases 
were found when observing the plume from the side, as 
shown in figure  5. Emission originating from the FNS ( +N2
(B)  →   +N2(X)) and SPS (N2(C)  →  N2(B)) of N2 is shown spa-
tially resolved along the axis of the jet for N2 and synthetic air 
shielding gases. In both cases the emission is strongest in the 
vicinity of the jet nozzle. However, in the N2-shielded case, 
the FNS emission first drops to near zero at around 1 mm and 
then rises again up to 4.5 mm. Switching from N2 to synthetic 
air shielding produces a 50% increase in FNS emission while 
the SPS emission is nearly totally quenched.

3.2.  Effect of shielding gas on ionization wave propagation

The voltage applied at the electrode of the jet is shown in 
figure  6 together with the total phase resolved emission of 
the jet along the axis for shielding gas compositions of N2/
O2 = 100/0, 90/10, 80/20 and 0/100. While operating at a car-
rier frequency of 940 kHz, the voltage signal is additionally 
modulated at 470 kHz: During a 2.1 μs period, the voltage 

Figure 3.  Geometry and mesh applied in the numerical model.

Plasma Sources Sci. Technol. 24 (2015) 035022

Original Publications



A Schmidt-Bleker et al

5

signal has a strong positive half-cycle, followed by a strong 
negative, a weak positive and a weak negative half-cycle. 
This pattern is regular with a 2.1 μs period and is reflected 
in the axial PROES measurements shown in figures 6(b)–(e). 
The excitation dynamics strongly depend on the O2 content 
of the shielding gas. With an N2 shield, the excitation front 

propagates from the nozzle in the direction of the gas flow 
with a speed of 1800 m s−1 during the positive half-cycle. The 
emission features a dark space at a distance of about 0.5 to 
1 mm, which is visible to the naked eye. The excitation front 

Figure 4.  End-on spectra when using N2 or synthetic air as the shielding gas. These spectra do not significantly differ with varying 
shielding gas composition since the emission dominantly originates in the tube (in contrast to side-on measurements).

Figure 5.  (a) Side-on measurement N2 and +N2 emission from 
the jet operated with N2 shielding gas. The dashed line shows the 
transmission curve of the filter used for monitoring the N2 emission 
in the PROES measurements. (b) Integrated N2 and +N2 band 
emission intensity along the axis of the jet for N2 as the shielding 
gas. (c) Integrated emission for synthetic air as the shielding gas.

Figure 6.  Applied voltage (a) and phase resolved on-axis emission 
without a filter and shielding gases having N2/O2 mixtures of 
(a) 100/0, (c) 90/10, (d) 80/20 and (e) 0/100. The angles of the 
emission patterns yield the speed of the excitation fronts. Images in 
figures 7–10 were taken at phase positions 1–28 shown in (b).
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propagates in the opposite direction with a speed of about 
4200 m s−1 if the shielding gas contains O2. The speeds of the 
forward and the backwards directed excitation waves were 
obtained from the angle of spatial position versus time in 
figures 6(b) and (e). The backwards directed excitation wave 
originates from the plume region and propagates towards the 
inner needle electrode. It only appears if the shielding gas 
contains O2 and is most pronounced if the shielding gas is 
pure O2 (see figure 6(e). Such backwards directed excitation 
waves have been observed in needle-to-plane discharges [32].

Phase resolved optical emission from He and N2 is shown 
in shown in in figure 7 for the strong positive half-cycle and 
in figure 8 for the strong negative half-cycle. The timings of 
the images are indicated by the phase number using the scale 
shown in figure 6(b). The exposure time of the CCD is 140 ms 
for N2 emission and 800 ms for He emission. The bandwidth 
of the filter for the He 706.7 nm line is small enough to domi-
nantly capture this line. The filter used for N2 emission cap-
tures both SPS and FNS radiation (see figure 5(a)).

With N2 shielding gas, the N2 emission during the positive 
half-cycle is low in the plume region. Emission from N2 is 
strong from phases 9–13 after which it decays (phase posi-
tions 14–28). During the negative half-cycle (phase positions 
19–25), strong emission from N2 occurs at the side of the 
nozzle outlet. This emission is not followed by an increase 
in emission at distances further from the nozzle. The ioniza-
tion wave here appears to spread radially outward rather than 
being focused in the axial direction.

As O2 is introduced in the shielding gas, the emission 
dynamics change. A low but broad N2 emission occurs 
throughout the entire period. This emission follows the con-
tours of the ambient air density. A similar fluorescence pattern 

was observed in laser induced fluorescence measurements 
of OH and was explained by diffusion of air into the active 
plume of the jet [33, 34]. Strong N2 emission also occurs on-
axis during phase 7–12 and at the He-air boundary. Emission 
maxima at the He-air boundary may result from the higher 
N2 densities at this position. The strong on-axis emission 
directly correlates with the emission from He at these phases. 
The maximum in He emission propagates from a distance 
of 2.5 mm towards the nozzle. This behavior occurs at low 
O2 concentrations (10%) in the shielding gas and becomes 
more pronounced as the O2 content increases. Qualitatively 
the He emission dynamics are the same for 10–100% O2 in 
the shielding gas. The emission dynamics suggest that a back-
wards directed excitation wave occurs from the plume region 
towards the anode.

The emission during the negative half-cycle (figure 8) is 
also qualitatively different when O2 is present in the shielding 
gas. The strong N2 emission at the side of the nozzle with 
pure N2 shielding gas does not occur. Instead, He emission 
is observed on-axis at phase positions 18 to 23 with O2 in the 
shield. One explanation is that without O2 in the shielding gas, 
high energy electrons propagate in the radial direction where 
they excite N2 at the side of the jet nozzle. With O2 in the 
shielding gas, these electrons are focused towards the axis and 
are able to excite the high energy He states.

Both the N2 FNS ( ( ) → ( )+ +N B N X2 2 ) and the He 706.7 nm 
emission are more intense if O2 is in the shielding gas while the 
FNS emission is stronger without O2 present (see figures 5, 7 
and 8). These trends indicate that the N2 shielded jet produces 
lower electric fields (and lower electron energies) than the 
synthetic air or O2-shielded jet. The energy levels involved in 
the emission of FNS and SPS radiation and He 706.7 nm emis-
sion and the rate coefficients for the direct excitation from the 
ground states are shown in figure 9. The rate coefficients were 
computed with BOLSIG+ [35] using the cross sections from 

Figure 7.  N2 and He emission during the strong positive half-cycle 
for different shielding gas compositions. The phase positions are 
chosen as defined in figure 6. Note that the He emission intensity 
for the N2 shielding case is multiplied by a factor ten compared to 
the He emission for the synthetic air and O2 case.

Figure 8.  Same as figure 7 for the strong negative half-cycle 
(continued).
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[36, 37]. At lower electric fields, more SPS radiation can be 
expected, while at high electric fields the FNS radiation and 
He 706.7 nm emission should increase on a relative basis.

3.3.  Effect of asymmetric O2 distribution in the plasma plume 
on ionization wave propagation

To investigate the effect of an electronegative gas in the 
ambient gas surrounding the jet, gas was injected asymmetri-
cally into the jet using the pipet (see figure 2). A flow of 0.1 
slm of either O2 or N2 was injected. The average lateral speed 
of the injected gas was 2 ms−1 compared to the average speed 
of the gas through the capillary of 21 ms−1 and of the shield 
gas of 3 ms−1. He and N2 emission are shown in figure 10 for 
the positive half-cycle and figure  11 for the negative half-
cycle. When N2 is flowed through the pipette, there is little 
change in the emission from either He or N2. The additional 

gas flow through the pipette does not significantly influence 
the flow field as the flow remains laminar. However, when O2 
is flowed through the pipette from the right side, a stronger 
emission from both He and N2 occurs on the left side of the 
plume. The overall dynamics are not as significantly changed 
as when O2 is in the shielding gas, especially no backwards 
directed excitation wave is observed during the positive half-
cycle. As without the pipet, the emission in the positive half-
cycle is stronger than in the negative half-cycle. Qualitatively 
the results do not depend on the exact position of, or the mass 
flow through the pipet. The exception is when the flow through 
the pipet is in the slm range, which resulted in bending of the 
visible plasma plume due to the crossflow.

From these results, two conclusions may be drawn. First, 
the differences in the guided streamer dynamics observed 
when O2 is present in the shielding gas likely do not result 

Figure 9.  (a) Energy levels involved in the FNS and SPS emission 
from N2 and He 706.7 nm emission. (b) Electric field-dependent 
rate coefficients for the excitation of the levels for FNS, SPS and 
706.7 nm emission. Rate coefficients are shown for pure He (black 
lines) and 99% He with 1% dry air (red lines).

Figure 10.  N2 and He emission during the strong positive half-
cycle of the N2-shielded jet doped with either N2 or O2 from a 
pipette. The phase positions are chosen as defined in figure 6.

Figure 11.  Same as figure 10 for the strong negative half-cycle 
(continued).
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from local chemical processes. The distortion of the discharge 
indicates a long-range effect. Second, providing O2 in the 
downstream region is not sufficient to initiate the backwards 
directed excitation wave during the positive half-cycle. The 
backwards directed excitation wave requires that O2 be pre-
sent in the vicinity of the jet nozzle.

3.4.  Modelling of plasma jets with gas shields

The computed densities of He, O2 and N2 at 5 ms corre-
sponding to the steady state flow profile for the helium plasma 
jet with a shielding gas of 99% oxygen and 1% nitrogen 
are shown in figure 12 prior to the application of a negative 
voltage at the inner electrode. The sharp demarcation of the 
central He flow occurs as convective transport strongly domi-
nates diffusive transport into the oxygen shielding gas for the 
given jet configuration.

Results from the model for the densities of electrons, 
anions (total of negatively charged ions) and cations (total of 
positively charged ions) are shown in figure 13 for shielding 
gases of N2, O2, synthetic air and for the eN2 shield gas. The 
electron impact ionization source and electric field are shown 
in figure 14. The times of the images (20, 40, 60, and 80 ns) 
highlight the propagation of the guided negative streamer and 
the production of associated charged species. The 80 ns image 
is at the end of the maximum in applied voltage (−15 kV). The 
electron density inside the tube is basically independent of the 
composition of the gas curtain. The electrons separate from 
the powered pin electrode forming a cathode-fall-like sheath 
and have their highest density at the edge of the sheath. As 
the electrons drift from the pin electrode in the direction of 
the grounded ring, they charge the wall of the dielectric tube 
beneath the ring which produces parallel components of the 

electric field. These parallel components of the electric field 
sustain a surface ionization wave along the interior wall. This 
annular plasma density is the source of the annular optical 
emission observed in previous investigations. The formation 
of the conducting channel inside the tube compresses the 
applied voltage into the non-conductive regions outside the 
plasma channel, and in part helps sustain that ionization wave 
shown as the source ionization term, Se, in figure 14. As the 
plasma channel approaches the edge of the tube and passes 
by the grounded electrode outside the tube, the electric field 
is locally maximum at the end of the tube as shown at 20 ns 
in figure 14. Also independent of composition of the shielding 
gas, upon exiting the tube, the ionization wave and plasma 
density move towards the axis, approximately following the 
0.1% contour line of the shielding gas mole fraction. However, 
the manner in which this transition occurs is sensitive to the 
shielding gas composition as shown by the propagation of the 
guided ionization wave into the shielding gas in figure 14.

With the pure N2 shield gas, the plasma density (rep-
resented by the electron density in figure  13) forms a halo 
around the end of the tube that is absent (or at least greatly 
diminished) when O2 is in the shield. The source of the halo 
is Penning ionization by Hem, photoionization and diffusion 
of electrons from the edge of the ionization waves which 
seeds electrons at larger radii. These electrons then avalanche 
in the intensified electric field at the edge of the tube. In gas 
shields containing O2, these low energy electrons diffusing or 
produced by photoionization are quickly consumed to form 

−O2 by 3-body attachment or O− by dissociative attachment. 

Figure 12.  Gas composition resulting from the jet flow with O2 
shield gas obtained from the model.

Figure 13.  Electron, anion and cation density obtained from the 
numerical model for the indicated shielding gas compositions.
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This suppression of the halo is shown by the anion density at 
the interface between the shield gas and the He plume. This 
negative ion halo replaces the electron halo produced in the 
absence of O2. Note that with the N2 shield, there are low den-
sities of anions at the interface between the N2 shield and sur-
rounding air. This small density of negative ions results from 
the same processes—dominantly photoionization that seeds 
electrons in the O2 containing interface between the air and 
the N2 shield.

The length of the electron plume with the O2 shielding gas 
is twice as long as for the N2 shielding gas, 4 mm compared 
to 2 mm after 80 ns. The on-axis electron density is about an 
order of magnitude larger for the O2 shield. The dry air shield 
is intermediate between the pure gas shields. These densities 
result from the ionization wave propagating proportionately 
further with the O2 shield as shown in figure  14. This fur-
ther propagation of the ionization wave with the O2 shield 
is enabled by an electric field that extends through the low 

conductivity of the anion dominated interface between the He 
plume and the gas shield. The higher conductivity of the inter-
face with the N2 gas shield shorts out the electric field, and so 
reduces the magnitude of the ionization wave.

The density of anions is largest with the pure O2 shield 
and decreases with the fraction of O2 in the shield. The sharp 
demarcation of the anion density at the edge of the tube results 
from a number of causes. First, the electric field is fairly con-
tinuous across the intersection of the He plume and the gas 
shield while the composition changes over a distance of only 
a few hundred microns. This change in composition from 
impure He to O2 containing molecular gas increases the self-
sustaining E/N (electric field/gas number density) from tens 
of Td in the He plume to hundreds of Td in the molecular 
gas. (1 Td = 10−17Vcm2 or 250 Vcm−1 at atmospheric pres-
sure). The self-sustaining E/N in the molecular gas exceeds 
that available. The transition between net-ionization and net-
attachment across the interface occurs in only 80 μm. Any 
electrons that are produced at larger radii are quickly attached. 
With the N2 shield, the local maximum in anion density at 
80 ns below the inner tube results from the 1% O2 in the N2 
gas shield and the maximum below the outer tube is where the 
electrons that have spread through the N2 gas curtain attach to 
the O2 in the humid ambient air.

For each composition, the cations follow the electron den-
sity with the exception of the lateral spread in the N2 case. 
Here the plasma density is below the ambipolar limit in 
the intense electric fields between the tubes adjacent to the 
grounded electrons. This allows electrons to rapidly drift inde-
pendent of the ions but not produce significant ionization.

The higher electric fields obtained for the O2 containing gas 
shields are consistent with the proposed mechanisms based on 
experimental OES measurements. As discussed in section 3.1, 
the relative change of FNS and SPS emission and the increase 
in He emission with O2 content in the shielding suggest higher 
electric fields in the plasma plume.

The electron plume with the fictitious electronegative eN2 
shield gas closely resembles that for the O2 shields, having 
a near complete absence of the electron halo and having the 
extended electric field enabled by the low conductivity inter-
facial region. The ionization wave for the eN2 shield does not 
extend as far as for the O2 shield. The vibrational and elec-
tronic excitation of eN2 diffusing into the He plume provides 
more non-ionizing energy losses for the electrons compared to 
the O2 shield. The anion density is lower than in the O2 shield 
case, as dissociative attachment is not included for eN2.

3.5.  Electrostatic focusing mechanism (negative half-cycle)

Without O2 in the shielding gas electrons are transported in 
radial direction where they excite N2 at the side of the jet 
nozzle (see figure 8 phase positions 20–24). The electrons are 
focused towards the axis when O2 is present and are able to 
excite the high energy He and N2 states. The results from the 
model (figures 13 and 14) for a negative pulse suggest that 
N2 shielding leads to more transport of electrons in the radial 
direction whereas an electronegative shielding gas is more 
likely to confine and guide the streamer. As these dynamics 

Figure 14.  Ionization rates and electric field obtained from the 
model for the indicated shielding gas compositions.
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are similar for the O2 and eN2 shielded cases, it is likely that 
the focusing is associated with the electronegativity of the gas.

Based on these observations, an electrostatic focusing 
mechanism is proposed. The computed positive and negative 
charge densities in the plasma plume of the jet shielded with 
N2 and O2 are shown in figure 15. The resulting electric field 
lines (pointing in the opposite direction of electron drift) are 
also shown. If N2 is the shield gas, electrons are the primary 
negative charge carriers. As the streamer head is negatively 
charged, electrons drift radially outward due to their high 
mobility. If O2 shield gas is used, electrons that drift outward 
are attached to form negative ions that have comparably low 
mobility. The electric field produced by the anions focuses 
electrons towards the axis of the jet. In this sense, the nega-
tive ions produced by an electronegative shielding gas play a 
similar role to the charging of the dielectric by electrons for 
negative streamers propagating inside tubes. In these cases, 
the surface is charged in front of the streamer head and turns 
the electric field parallel to the axis of the tube which rein-
forces the streamer propagation [21]. The second effect of the 
electronegative gas is the attachment process itself, which pre-
vents ionization waves from propagating outwards in radial 
direction. In the N2 shielded case these two confining mecha-
nisms are absent.

This mechanism is consistent with the measurements of 
OES for an N2 shield with the additional pipet flow of O2 and 
N2 (see figures 10 and 11). Here the negative space charge with 
the O2 injection only acts on one side of the plume. Instead of 
focusing the ionization wave with attachment on both sides of 
the channel, the ionization wave migrates towards the other side 
of the guiding He channel where propagation is less inhibited.

3.6.  Backwards directed excitation wave (positive half-cycle)

While the mechanisms leading to the backwards directed 
excitation wave during the positive half-cycle are not yet fully 
understood, some conclusions can be drawn from the our 
experimental and numerical results. As shown in section 3.3, 
providing O2 in the downstream region is not sufficient to pro-
duce the backwards directed excitation wave. Consequently, it 
is also unlikely that photoionization or Penning-ionization of 
O2 at the starting point of the backwards directed excitation 
wave can explain this behavior [38, 39]. The situation is sim-
ilar for Penning ionization by metastable Hem, which also has 
a minor effect on guided streamer propagation [15]. The rate 
coefficients ki for the Penning ionization of N2 and O2 [23],

+ → + + = ⋅+ − − −kHe N He N e,   8 10 cm sm 2 2 1
11 3 1� (4)

+ → + + = ⋅+ − − −kHe O He O e,   17 10 cm sm 2 2 2
11 3 1� (5)

are likely too similar to explain the observed differences.  
(The same is true for Penning ionization in three-body pro-
cesses [40]).

Our current hypothesis is that the backwards directed 
excitation wave depends on the dynamics of the previous neg-
ative half-cycle. Anions generated in the downstream region 
by attachment to O2 could provide seed electrons through 
electron detachment reactions for the backwards directed 
excitation wave in the subsequent positive half-cycle. Electron 
detachment reactions through thermal reactions such as

+ → + + = ⋅

(− )

− −

− −
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are typically important only at temperatures higher 
than in the plume for our conditions, =T 350 K g  [23], 
( = ⋅ − −k 2.6 10 cm s3

19 3 1). However, detachment by excited 
states proceeds with nearly gas kinetic rate coefficients,

+ → + = ⋅− − − −kO He /He e products,   3 10 cm s2 m 2
*

4
10 3 1� (7)

In the previous work [23] Winter et al measured sufficient 
metastable densities of 1012cm−3 at the starting point of the 
excitation wave before it starts propagating towards the inner 
pin electrode (1–1.5 mm from the nozzle). Associative attach-
ment producing ozone (O3) from O− and O2 can yield elec-
trons in the plasma plume, as well as the formation of nitrogen 
oxides in reactions involving O− or −O2 with typical rate coef-
ficients in the order of 10−10  cm−3  s−1 [41]. Further modelling 
and experimental studies using other electronegative shielding 
gases, would provide additional insights on the origin of the 
backwards directed excitation wave.

4.  Concluding remarks

In this work the effects of the composition of the gas shield 
surrounding a cold atmospheric He plasma jet was investi-
gated both experimentally and numerically. We found that 
the ratio of optical emission of the first negative system and 
second positive system of N2 significantly change depending 
on whether the shielding gas contains O2. Phase resolved 

Figure 15.  Total density of positive and negative charge for N2 and 
O2 shielding gas and electric field lines.
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optical emission spectroscopy revealed three emission fea-
tures that are summarized in figure 16: If pure N2 is used as 
shielding gas, strong N2 emission occurs at the side of the jet 
nozzle during the negative half-cycle. A dark space also occurs 
close to the exit of the nozzle. If the shielding gas contains O2, 
emission propagates from the ambient towards the jet nozzle 
against the direction of the gas flow during the positive half-
cycle of the jet. From results of modelling, it was found, that 
when a pure N2 shielding gas is used, electrons spread radially 
outward at the edge of the nozzle. This spreading does not 
occur if the shielding gas contains O2. In this case an anion 
sheath forms around the He channel in which the ionization 
wave propagates further and produces higher electric fields in 
the head of the guided streamer. This is due to the lower con-
ductivity outside the core of the guided streamer that enables 
greater penetration of the electric field.

Based on these experimental and numerical findings, the fol-
lowing mechanism is proposed. The electric field generated by 
the anions contributes to a focusing of the electrons towards the 
center of the He channel, thereby promoting the propagation 
of the ionization wave during the negative half-cycle. In this 
way anions can be generated at distances of a few mm from 
the jet nozzle. These anions can then provide the seed electrons 
for the backwards directed excitation wave observed during 
the next positive half-cycle. This mechanism is consistent with 
the behavior of the jet when injecting O2 with a pipette. The 
injected O2 focuses the ionization wave to the opposite side 
of the He channel from where the gas is injected. Electrostatic 
forces due to negative space charge caused by anions can have a 
significant effect on the propagation of guided streamers in cold 
atmospheric pressure plasma jets operated with noble gases. 
The observed effects appear to arise from the interface of a non-
electronegative and an electronegative gas. Through a variation 
of the shield gas composition fundamental plasma parameters 
(plasma density, mean electron energy) in the plasma plume of 

CAPJ can be influenced. This can be exploited for the optimiza-
tion of plasma processes for the typical fields of application of 
such devices, e.g. for the treatment of biotechnological surfaces 
or biological tissue.
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Abstract
In this work, a simple modelling approach combined with absorption spectroscopy of long
living species generated by a cold atmospheric plasma jet yields insight into relevant gas phase
chemistry. The reactive species output of the plasma jet is controlled using a shielding gas
device. The shielding gas is varied using mixtures of oxygen and nitrogen at various humidity
levels. Through the combination of Fourier transform infrared (FTIR) spectroscopy,
computational fluid dynamics (CFD) simulations and zero dimensional kinetic modelling of
the gas phase chemistry, insight into the underlying reaction mechanisms is gained. While the
FTIR measurements yield absolute densities of ozone and nitrogen dioxide in the far field of
the jet, the kinetic simulations give additional information on reaction pathways. The
simulation is fitted to the experimentally obtained data, using the CFD simulations of the
experimental setup to estimate the correct evaluation time for the kinetic simulation. It is
shown that the ozone production of the plasma jet continuously rises with the oxygen content
in the shielding gas, while it significantly drops as humidity is increased. The production of
nitrogen dioxide reaches its maximum at about 30% oxygen content in the shielding gas. The
underlying mechanisms are discussed based on the simulation results.

Keywords: Fourier transform infrared spectroscopy, kinetic modelling, gas phase, plasma jet,
fluid dynamics, neutral particles

(Some figures may appear in colour only in the online journal)

1. Introduction

Cold atmospheric plasma (CAP) jets are gaining attention as
a tool for biomedical applications, such as wound healing or
cancer therapy [1–5]. Atmospheric pressure plasma sources
generate a great variety of different reactive oxygen species
(ROSs) and reactive nitrogen species (RNSs), which are
relevant for their biological effects [6]. Plasma medicine
research therefore faces the problem of disentangling the
mechanisms involved in both the plasma and the biological
samples or models. One approach enabling a distinction

between biological effects based on ROSs and RNSs is the
application of gas shielding devices, which can be used
to generate a defined atmosphere, a shielding gas curtain,
around the effluent of CAP jets [7, 8]. The effect of different
shielding gas compositions on nitrite, nitrate and hydrogen
peroxide (H2O2) concentrations in plasma treated liquids, on
the viability of skin cells and on the cytotoxicity for skin and
immune cells has been investigated [7, 9, 10].

In order to understand the underlying mechanisms in
plasma sources, zero dimensional (volume averaged) models
involving hundreds to thousands of reactions [11–15] as well

0022-3727/14/145201+12$33.00 1 © 2014 IOP Publishing Ltd Printed in the UK
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as space resolved simulations with reduced reaction sets have
been successfully applied [16–19]. While space resolved
models yield insight into fundamental physical aspects such
as the streamer propagation [17, 18] or the interaction with
biological tissue [16], zero dimensional models are useful for
their fast computation time, which allows both large reaction
sets and parametric studies. Sakiyama and Graves [15] have
combined Fourier transform infrared (FTIR) spectroscopy
and zero dimensional modelling for the investigation of the
reactive species output of a dielectric barrier discharge. The
direct combination of experimental techniques and simulations
is particularly interesting, as it yields not only validated
quantitative information on the species output, but also
insight into the underlying chemical mechanisms. For
the setup of the zero dimensional model presented in the
following, the study of Van Gaens and Bogaerts [11] was
especially valuable, as a similar argon operated plasma jet
was investigated and main reaction pathways were discussed.
The ozone production predicted therein was validated by UV-
absorption measurements, yielding insight into its production
and destruction mechanisms [20].

Quantitative measurements of several species on the
plasma jet kinpen 09 (neoplas tools, Germany) used in
this study have previously been made using spectroscopic
methods such as laser induced fluorescence measurements [21,
22], infrared [23, 24] and ultraviolet [22, 24, 25] absorption
spectroscopy or mass spectrometry [26]. Depending on
the species investigated, the studies were carried out using
argon with molecular admixtures as feed gas: when atomic
oxygen or ozone was measured oxygen was admixed with the
feed gas [21, 24, 25], for the measurement of OH water was
admixed [22], and for NO2 air was admixed [23]. By using
admixtures, the generation of the respective reactive species
can be significantly increased. However, by adding molecular
admixtures to the feed gas, not only one but presumably all
reactive species generated by the jet are affected, as especially
excited and ionized argon atoms and molecules are subject
to significant quenching by molecular gases and the energy
input and electron energy distribution in the core plasma
zone inside of the jet is significantly altered. The theoretical
description of the effects of feed gas admixture is therefore
hard to achieve. In this work the kinpen 09 is operated with
pure argon in combination with a shielding gas device. The
shielding gas composition is varied from pure nitrogen to
pure oxygen at different humidity levels. The goal of this
approach is to leave the core plasma processes largely unaltered
while the reactive species output is significantly regulated.
The generation of reactive species is investigated by FTIR
spectroscopy combined with computational fluid dynamics
(CFD) simulations and zero dimensional kinetic modelling.
FTIR spectroscopy yields the ozone (O3) and nitrogen dioxide
(NO2) densities in the far field of the jet. In order to increase
the absorption length in the FTIR measurements, a White-
type multipass cell (MPC) is used. The time particles need
to enter the MPC is determined by CFD simulations of the
actual experimental setup. Through the combination of FTIR
measurements and kinetic modelling, insight into the dynamics
of reactive species upon shielding gas variations is gained.

The initial values of these simulations are fitted to the densities
obtained from the FTIR measurements, while the evaluation
time is determined from the CFD simulations. It is shown
that not only can shielding gas variations be used as a tool
for tailoring the reactive species output of a CAP jet, but also
the variations of oxygen to nitrogen ratio and humidity level
extend the experimental data set by two dimensions. This can
be exploited to validate simulations and investigate reaction
pathways.

As CAP sources are usually operated at ambient air and
thus subject to varying ambient humidity, the influence of
ambient humidity on some ROSs and RNSs relevant in the
field of plasma medicine is discussed.

2. Methods

2.1. Plasma jet and shielding gas device

For the present study the cold atmospheric pressure plasma jet
kinpen 09 is used. In the centre of a ceramics capillary a needle
electrode driven at a frequency of 1.1 MHz is mounted [27].
As feed gas argon (ALPHAGAZ 1, Air Liquide, France) with
a gas flow rate of 3 standard liters per minute (slm) is applied.

In order to control the environment of the plasma jet,
a shielding gas device is applied as presented in [7, 8].
The shielding gas forms a curtain around the effluent of the
plasma jet, shielding it from the ambient air and mixing the
shielding gas into the reactive effluent. In the present work,
different mixtures of oxygen and nitrogen (ALPHAGAZ 1,
Air Liquide, France) with a constant total gas flow rate of
5 slm are used as shielding gas. Furthermore, the humidity
of the shielding gas can be adjusted using a bubbler setup
in order to investigate the effect of ambient humidity on the
generation of reactive species. In figure 1 the geometry of
the plasma jet and the mole fraction of the shielding gas are
depicted. The mole fraction is obtained by a CFD simulation
using COMSOL 4.3 as discussed in [8]. Three regions are
distinguished in figure 1: first, the core plasma zone inside
of the plasma jet, where, apart from impurities, only argon is
present; second, the effluent region, where mixing of the argon
jet with the shielding gas occurs, and third, the far field, starting
at a distance of about 12 mm. While many reactive species
may still be present in the far field, no visible emission takes
place.

2.2. FTIR absorption spectroscopy

FTIR spectroscopy in the spectral range from 700 to 4000 cm−1

is used to both identify and quantify long living infrared
active components produced by the argon plasma jet. As
described above, the plasma jet is operated with dry argon
as feed gas and mixtures of oxygen and nitrogen as shielding
gas. The used experimental setup is schematically shown in
figure 2. The ratio of oxygen and nitrogen in the shielding gas
is precisely adjusted by two mass flow controllers (labelled
MFC; MKS Instruments, USA). By leading a part of this
shielding gas flow through a water reservoir and combining
it afterwards with the remaining dry shielding gas fraction,
the shielding gas humidity can be varied in a very defined
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Figure 1. Sketch of the kinpen 09 geometry and visualization of the
shielding gas curtain by CFD simulation. The zero dimensional
reaction kinetics model can be interpreted as a volume average over
a volume element comoving with the fluid (see section 2.3).

way. The humidity level was then measured by a hygrometer
(DewMaster, EdgeTech, USA).

The jet and the shielding gas device are mounted on a
cylindrical glass chamber with a diameter and length of 8 cm
and 10 cm, respectively. In this chamber plasma produced
species interact with the artificially set ambient conditions
before a fraction of the resulting composition is sucked into
a evacuable multipass cell (Bruker, USA) with an absorption
length of 19.2 m. The pressure inside the multipass cell is
monitored by a pressure gauge and set by an inlet and an outlet
needle valve to 100 mbar. The gas flow rate from the mixing
chamber into the multipass cell is 1.5 slm. The advantage of
the lower pressure is the reduction of the particle collision rate,
which results in a longer lifetime of the investigated species.
Therefore, it is possible to detect species which tend to react
and diminish quickly at ambient conditions. Additionally, the
pressure broadening of the absorption signal is decreased, thus
a differentiation of the measured signal and attribution to the
respective molecules is easier to achieve. For the absorption
measurements an FTIR spectrometer (Vertex 70v, Bruker,
USA) was used.

In order to identify and quantify infrared active species
from the measured absorption spectrum, a simulated spectrum
is computed using spectroscopic data from the HITRAN
database and the IR simulation software QMACSoft (neoplas
control, Germany) [28, 29] By means of the Levenberg–
Marquardt algorithm, the simulation is fitted to the measured
absorption spectrum, yielding the species concentration [30].

Figure 2. Schematic diagram of FTIR setup.

2.3. Gas phase chemistry model

In the core plasma of the CAP jet excited and ionized argon
species are formed via electron impact reactions, e.g.

e + Ar → e + Ar∗, (1)

e + Ar → 2e + Ar+ (2)

In the following Ar∗ denotes the metastable 4s states of argon.
As discussed in [11], it is very likely at atmospheric pressure
that these argon species undergo three body collisions with an
arbitrary collision partner M forming the argon excimer and
the molecular argon ion via the reactions

Ar∗ + Ar + M → Ar∗
2 + M (3)

Ar+ + Ar + M → Ar+
2 + M (4)

The VUV emission from the argon excimer Ar∗
2 has been

detected in end-on measurements with the jet used in this
study and was applied for the measurement of oxygen diffusion
into the effluent of the jet [21]. In the effluent, electrons and
reactive argon species may then dissociate, excite or ionize
nitrogen, oxygen and water from the ambient, forming ROSs
and RNSs. As discussed by van Gaens and Bogaerts [11], the
most important loss reactions for the argon metastables and
excimers are

Ar∗ + O2 → Ar + 2O, kO
Ar∗ = 2.1 × 10−10, (5)

Ar∗ + N2 → Ar + 2N, kN
Ar∗ = 3.6 × 10−11, (6)

Ar∗ + N2 → Ar + N∗
2, k

N∗
2

Ar∗ = 3.6×10−11, (7)

Ar∗ + H2O → Ar + OH + H, kOH
Ar∗ = 7.8 × 10−10,

(8)

while the argon excimers are mostly lost through

Ar∗
2 + O2 → 2Ar + 2O, kO

Ar∗
2
= 4.6 × 10−11 (9)

3
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Ar∗
2 + N2→ 2Ar + N∗

2, k
N∗

2
Ar∗

2
= 1.2×10−11, (10)

Ar∗
2 + H2O → 2Ar + OH + H, kOH

Ar∗
2
= 7.8×10−10

(11)

Here ki
j denote the rate constants for the reaction of the argon

species j yielding the excited or dissociated species i from the
respective air species. The rate constants were taken from [11],
apart from the dissociation of water by Ar∗, which is based on
the studies presented in [31, 32]. The rate for the dissociation
of water to hydroxide (OH) and hydrogen (11) is estimated
based on (8). From the secondary species atomic oxygen,
atomic nitrogen, nitrogen metastables (N∗

2 denotes the N2(A)

state) various ROSs and RNSs can be formed. Similarly, ions
can be formed from air species via charge transfer from Ar+

and Ar+
2 , Penning ionization or electronic processes. However,

the quantity of the most abundant charged species is expected
to be at least two orders of magnitude lower than those
of the neutral species with highest abundance, as previous
studies of argon operated atmospheric pressure plasma sources
suggest [11, 33–35].

The gas phase simulations presented in the present work
are based on two assumptions:

(i) The initial concentrations of O, N, N∗
2, OH and H mainly

determine the dynamics of the most abundant ROSs and
RNSs upon variation of the shielding gas composition.

(ii) The total amount of energy deposited in the plasma is
independent of the shielding gas composition.

Assumption (i) is based on previous studies [11, 33–35].
Excited oxygen states such as O2(

1�g) and O(1D) (in the
following denoted as O∗

2 and O∗) were not accounted for
as discussed in section 3.2. Assumption (ii) is fulfilled by
initializing each simulation, regardless of the shielding gas
composition, with the same numbers of argon metastables and
argon excimers. These argon species can then create O, N,
N∗

2, OH and H via reactions (5)–(11). While electrons also
contribute to the generation of these species, they are not
taken into account in the present simulation, as no information
on the electron energy is available. This leaves the initial
argon metastable and initial argon excimer density as free
parameters, which can be used to fit the simulations to the
FTIR measurements.

The simulations are carried out as follows. First, the
branching ratios of the argon metastables and excimers are
calculated based on reactions (5)–(11), yielding the initial
densities for the secondary species i, ni , as a function of the
air species densities nO2 , nN2 and nH2O in the shielding gas and
initial excited argon species densities nAr∗ and nAr∗

2
:

nO = 2nO2

(
nAr∗kO

Ar∗τAr∗ + nAr∗
2
kO

Ar∗
2
τAr∗

2

)
(12)

nN = 2nN2

(
nAr∗kN

Ar∗τAr∗
)
, (13)

nN∗
2
= nN2

(
nAr∗k

N∗
2

Ar∗τAr∗ + nAr∗
2
k

N∗
2

Ar∗
2
τAr∗

2

)
, (14)

nOH/H = nH2O

(
nAr∗kOH

Ar∗τAr∗ + nAr∗
2
kOH

Ar∗
2
τAr∗

2

)
. (15)

Here τAr∗ = (∑
i ninAr∗ki

Ar∗
)−1

and τAr∗
2
= (

∑
i ninAr∗

2
ki

Ar∗
2
)
−1

denote the lifetimes of the argon metastables and excimers
due to the loss reactions (5)–(11). Two dimensional maps
of the initial densities ni of the secondary species are plotted
in figure 3 in dependence on the oxygen to nitrogen ratio
and ambient humidity in the shielding gas. For the plots
argon metastable and excimer densities of nAr∗ = 0.5 ×
1014 cm−3 and nAr∗

2
= 1 × 1014 cm−3 were assumed, which

are the values obtained from the fit of the simulations to the
FTIR data on ozone and nitrogen dioxide as described in
section 3.2. The kinetic simulations for the gas phase are
then carried out solving the ordinary differential equations
dni

dt
= ∑

generation − ∑
destruction for all species, where

the generation and destruction processes for each species are
the reactions (R1)–(R42) given in the appendix. Additional
wall loss reactions in the glass chamber or the MPC are not
considered, but are assumed to be negligible, as the surface to
volume ratio is large. The number of reactions considered in
the model is purposely kept minimal, as the model is intended
as an advanced fitting routine rather than a self-consistent
model. In this zero dimensional plug flow approach, time
corresponds to the time of flight of a given volume element
and is therefore equivalent to the distance d = ∫ t

0 v(t)dt of a
volume element moving at a speed v(t). The volume element
can be thought of as a cylinder comoving with the fluid as
depicted in figure 1, in which all species densities are spatially
averaged. The correct time t /distance d after which the model
should be evaluated are discussed in the next section. Mixing
of the shielding gas with the reactive argon jet is assumed to
occur instantaneously, with the ambient species density rising
to 5

8 ×2.49×1019 cm−3, accounting for the composition in the
mixing cell (5 slm shielding gas plus 3 slm argon). The abrupt
increase of the ambient species density resembles the situation
at the edge of the plasma jet nozzle. More detailed models
should include the gradual diffusion of ambient species and
the sub-microsecond excitation and dissociation process in the
plasma jet. The current model is however designed to keep the
number of free parameters minimal in order to function as a
fitting routine.

2.4. Estimation of timescales by CFD simulation

In order to estimate the time of flight of a volume element that
is transported from the plasma jet to the FTIR cell, a CFD
simulation of the impulse response of the glass chamber was
performed. That is, the mass flow of a tracer species through
the inlet of the FTIR cell is computed when a short pulse of
this tracer species at the inlet of the glass chamber is applied:

In a first step, the Navier–Stokes equations with the
standard k–ε model for turbulent flows were solved using
COMSOL 4.3, yielding the steady state velocity field v within
the cell and the turbulent diffusion coefficient D = ν/Sc.
Here ν is the turbulent kinematic viscosity obtained from the
k–ε model, and for the turbulent Schmidt number the value
Sc = 0.7 recommended for turbulent jet flows is used [36]. In a
second step, the time dependent convection–diffusion equation
∂tc+v·∇c+∇· (D∇) c = 0 for a tracer species c is solved using

4

108



J. Phys. D: Appl. Phys. 47 (2014) 145201 A Schmidt-Bleker et al

Figure 3. Initial densities of N, N∗
2, O and OH/H due to the reaction

of Ar∗
2 and Ar∗ with air species according to equations (12)–(15).

The densities serve as initial values for the presented gas phase
simulations. Note that (c) and (d) are turned in the x–y plane for
better readability.

the velocity field and diffusion coefficient from the previous
calculation.

At the inlet of the mixing cell a short Gaussian pulse
cIn(t) ∼ exp(− (t/t0)

2) with duration of t0 = 10 ms is applied.

Figure 4. CFD simulation of the distribution of a tracer species
inserted in the glass chamber, the stage before the FTIR MPC. The
streamline indicates a typical recycling that particles entering the
mixing cell undergo, which prolongs their residence time in this cell.

The impulse response is determined by evaluating the mass
flow of the tracer species through the inlet of the mixing cell.
The symmetry of the mixing cell can be exploited in order to
halve the simulation domain and reduce the computation time,
as can be seen in figure 4.

3. Results and discussion

3.1. Timescales derived from CFD simulation of the
mixing cell

In figure 4 a snapshot of the tracer distribution in the mixing cell
after 0.1 s is shown. In the simulation, the detailed geometry of
the kinpen 09 and the shielding gas device was not resolved as
in the simulation shown previously in figure 1, but simplified
by a circular inlet through which a mass flow of 8 slm air enters
the mixing cell. The differences in viscosity and mass of the
different mixtures are assumed to be negligible for this study
and thus the respective values for air are applied.

The streamline drawn in figure 4 shows that particles
originating from the inlet may recirculate in the glass chamber
several times before entering the FTIR cell, thus prolonging
the period before they are actually measured. This explains
the observed impulse response at the inlet of the FTIR MPC:
as can be seen in the inset of figure 5, a first sharp pulse after
0.1 s the particles remaining in the mixing cell may recirculate
and enter the FTIR after 0.4 s. Most particles however, more
than 95%, stay in the mixing cell for a few seconds. While the
tracer pulse diffuses and disperses in the mixing cell, the tracer
concentration and the pulse response assume an exponential
decay, which is fully developed after 2 s.

The impulse response w(t) shown in figure 5 is normalized
to unity and used as a weighting function for the evaluation
of the gas phase simulation. The densities ni(t) of species
i obtained from the simulation are weighted according to
ni = ∫

dtw(t)ni(t).
The time the particles spend in the MPC is assumed to

be negligible. In spite of its larger volume of 15 l, the typical
timescale during which it is expected to be flushed at a flux of
1.5 slm and a pressure of 100 mbar is one minute. However,
due to the reduced pressure, two body collisions are slowed

5

Original Publications



J. Phys. D: Appl. Phys. 47 (2014) 145201 A Schmidt-Bleker et al

Figure 5. Impulse response at the MPC inlet; recirculation
manifested in pulses at 0.1 and 0.4 s. The full frame shows the
exponential decay of the impulse response for t > 2 s while the inset
resolves the full height of the first pulse.

down by a factor of 100 and three body collisions by a factor
of 1000. Therefore, a further effect of the residence time in
the MPC is not expected.

3.2. FTIR densities and simulation

In figure 6 the transmission signals of two infrared spectral
regions are depicted. The clear absorptions occurring in these
regions are attributed to ozone and nitrogen dioxide. Other
species such as nitric acid (HNO3) or H2O2 are also identified,
but owing to their weak absorption signal a serious quantitative
evaluation is not feasible [30].

The absorption profiles of O3 and NO2 in figure 6 are
both influenced by the shielding gas composition. For both
species, no absorption is found when the shielding gas consists
of nitrogen only. However, when increasing the oxygen
concentration a different behaviour evolves. While the O3

absorption steadily increases with increasing oxygen content
in the shielding gas, an indifferent behaviour is found for
NO2. The NO2 absorption increases with increasing oxygen
concentration but only up to a certain level. When the oxygen
concentration exceeds this level the absorption signal decreases
again. Besides the impact of different oxygen/nitrogen ratios,
shielding gas humidity also affects the absorption signals (not
shown in figure 6). In order to explain the behaviour of
O3 and NO2 for these varying conditions the concentration
of both species is calculated from the measured absorption
profiles and compared with the results of the gas phase
simulation. In figure 7 the ozone and nitrogen dioxide
concentration obtained by FTIR spectroscopy and computed
with the gas phase simulation is shown for different shielding
gas compositions. Figure 7(a) shows a shielding gas variation
from 100% O2 and 0% N2 to 0% O2 and 100% N2 in dry
conditions. As indicated by the absorption profiles, the ozone
density continuously rises with the amount of oxygen in
the shielding gas, while the nitrogen dioxide densities are
minimal at 0% oxygen or 0% nitrogen and have a maximum
at around 30% oxygen. The remaining NO2 density measured
at 0% nitrogen presumably originates from impurities in the

employed gas. The simulated curves of the O3 and NO2

densities were fitted against the experimentally obtained values
using the initial argon metastable and argon excimer densities
as fitting parameters. The obtained initial densities nAr∗ =
0.5 × 1014 cm−3 and nAr∗

2
= 1 × 1014 cm−3 are certainly

overestimated, as in the model the argon metastables and
excimers are produced instantaneously. The fitted initial values
therefore correspond to the total number of produced argon
metastables and excimers produced by several pulses and
not to actual densities that can be expected in the effluent.
Also, electronic dissociation and excitation processes are likely
to contribute to the generation of secondary species. In a
simulation of a similar jet, argon metastable and excimer
densities do not exceed nAr∗ = 1012 cm−3 and nAr∗ =
1013 cm−3 [11]. Figures 7(b) and (c) again show shielding
gas variations from pure oxygen to pure nitrogen, but at a
relative humidity of 18% (b) and 36% (c). The agreement
between the experimental data and the simulation is best at a
relative humidity of 36%. While the amount of ozone produced
drops with rising humidity, the nitrogen dioxide production
remains constant. In both experimental data and simulation
the maximum of NO2 production shifts towards lower oxygen
concentrations at higher humidity. In dry conditions, the
NO2 production is overestimated by the model, and both the
simulated O3 and NO2 curves deviate from the measured
data. The cause for this could be either water impurities in
the feed gas, which may amount to 3 ppm (according to the
manufacturer [37]) and are not considered in the model, or
that in the absence of water other reaction pathways that are
not considered in the current model become important. The
NO2 density obtained in this work agrees very well with the
far-field density of 8×1012 cm−3 obtained by Iseni et al by the
infrared absorption technique using a quantum cascade laser
for the kinpen 09. In the simulation shown in figure 7(d) the
mixing ratio of oxygen to nitrogen is set to 20/80 (artificial
air), while the humidity of the shielding gas is varied. The
drop in the net ozone production observed in the experimental
data agrees remarkably well with the simulation. Note that
for all simulations presented in this work the same initial
argon metastable and excimer densities are used, and only
the shielding gas composition is varied. In figure 7(d) an
additional numerical study is shown, in which the role of
oxygen metastables O∗

2 and the excited atomic oxygen state
O∗ is investigated for stability analysis. The density of O∗

2 was
initialized using an excitation degree of 0.1% of the oxygen
density based on the simulation study [11], while for the atomic
oxygen 50% of the atoms were initialized as ground state O
and 50% as O∗. The respective branching ratio for dissociation
of O2 by Ar∗ can be expected to be 27% O∗, 73% O based on
the rate coefficients found in [38]; however, a higher O∗ was
assumed, as further excitation processes are neglected. Note
that in all previous studies O∗

2 and O∗ were initialized with
density zero. From figure 7(d) it is clear that the addition
of both species does not significantly affect the dynamics of
ozone and nitrogen dioxide upon shielding gas variation, which
is the reason why they were excluded from the base cases as
they would yield bad fitting parameters. Although O∗

2 does
destroy a significant amount of ozone via reaction (R3), this
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Figure 6. FTIR absorption spectra for O3 and NO2 at different oxygen concentrations in the shielding gas.

reaction produces atomic oxygen, most of which is recycled to
ozone via reaction (R8). O∗ was considered in the study, as it
may play a role in the destruction of ozone via reactions (R37)
and (R38); however, in the model, quenching of O∗to ground
state atomic oxygen was more effective.

In figure 8 the temporal development of atomic oxygen,
ozone, atomic nitrogen, nitrogen metastable, nitric oxide (NO),
nitrogen dioxide, hydroxide, hydrogen peroxide, nitric acid
and nitrous acid (HNO2) is shown. As discussed in the
previous section, due to the mixing cell the species reach the
FTIR MPC after 0.1 s or more. From the kinetic simulations
ozone and nitrogen dioxide can be expected to have reached a
fairly stable level by this time, which is advantageous for the
interpretation of the experimental data, as the conversion from
short living species to O3 and NO2 is almost completed. The
temporal evolution also shows that in the active effluent other
neutral species than O3 and NO2 can be present in significant
amounts: large fractions of O3, NO2 or H2O2 have not been
generated yet and the respective preceding species (e.g. O, NO
and OH or HO2) can be expected in significant amounts. The
concentration of nitrogen dioxide and ozone measured in the
far field may therefore be significantly higher than the one
present in the effluent. It is noted that the temporal evolution
of species shown should not directly be converted to a spatial
distribution in the effluent region, as the initial generation and
destruction processes are modelled to occur instantaneously.
The instantaneous initialization mimics the fast dissociation
and excitation processes caused by a single plasma bullet
hitting a given volume element. More detailed models should,
however, include multiple pulses, which is not feasible in the
current zero dimensional model. While atomic oxygen is
known to be stable for milliseconds and reach distances of
several centimetres in the effluent of plasma jets [39], in the
current model it is consumed after approximately 0.2 ms by the

reaction with O2, forming O3 via reaction (R8). This occurs
as the shielding gas density rises instantaneously in the current
model. Especially in the centre of the stream where shielding
gas densities are low (see figure 1), the lifetime of oxygen can
be expected to be significantly longer.

From figure 8 it is evident that only the two long living
species with the highest densities were detected. From the
model, the stable species with the third highest density is
hydrogen peroxide. The H2O2 density in the far field of a
kinpen 09 has recently been detected via FTIR spectroscopy
at higher pressure to be in the range of about 5 × 1012 cm3

and the HNO3 density was found to be in the range of
3×1012 cm3, which is in perfect agreement with the current
model [30]. Verreyken et al have obtained an OH density of
the order of 1014 cm−3 in the effluent of a kinpen 09 by LIF
measurements with admixture of 400 ppm water in the feed
gas [22]. The lower OH values obtained in our simulation
(of the order of 1013 cm−3) are expected, as the feed gas
humidity in our experimental setup was measured to be lower
than 20 ppm [40].

Pipa et al have measured the NO and NO2 density
produced by a kinpen operated at a higher frequency (1.4 MHz)
and higher gas flow rates with air admixture in the feed gas
[41]. The density was measured in a multipass cell with
100 m absorption length using tunable diode laser absorption
spectroscopy in the infrared. They obtained both NO and NO2

densities in the range of some 1013 cm−3. Again, the maximum
NO and NO2 densities predicted by the current model are lower,
as can be expected as no molecular admixtures are used. NO
is not stable enough to be measured directly with the current
experimental setup. However, it can be measured directly in
the effluent of plasma jets using laser induced fluorescence as
presented by van Gessel et al who found NO densities in the
range of 1014 cm−3 in an argon operated plasma jet [39].
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Figure 7. Density of ozone and nitrogen dioxide upon oxygen to
nitrogen shielding gas variation (a)–(c) at different humidity levels
and humidity variation at O2/N2 = 20/80 (d). (d) includes an
additional study of the influence of O∗ and O∗

2.

3.3. Evaluation of reaction dynamics: variation of shielding
gas composition

Figures 9–11 show the dynamics of the most important
generation and destruction processes for NO2, NO and atomic
oxygen as computed by the model. The plotted densities
are the total densities of the respective species produced
(positive values) or destroyed (negative values) by the given
reaction. While the data shown in this section cannot be
verified experimentally, they serve to gain insight into the cause

Figure 8. Temporal development of several species. The shielding
gas in the simulation is artificial air with a relative humidity of 18%.

of the dynamics of reactive species production upon shielding
gas variation.

3.3.1. Generation/destruction of NO2. In figure 9(a) the main
generation and destruction mechanisms for NO2 upon oxygen
to nitrogen shielding gas variation at a relative humidity of
18% are shown. Pointwise summation of the three plotted
curves yields the NO2 dynamics simulated and measured in
figure 7(a). NO2 is mainly produced via reactions (R22) and
(R24) from NO reacting with O3 or HO2. The contribution
of HO2 explains why the maximum of net NO2 production
shifts towards lower oxygen content in the shielding gas
when the humidity is increased (see figure 7(a)–(c)): HO2

is mainly formed via the three body reaction (R16) of H
and O2. The production of hydrogen is in turn assumed to
be dominated by the dissociation of water by reactions (8)
and (11). While the absolute concentration of NO2 remains
almost unchanged upon humidity variation (see figure 7(d),
the underlying generation and destruction mechanisms may
well involve a dynamic behaviour as shown in figure 9(b).
The most important loss reaction (R15) for NO2 via OH is a
main source for HNO3.

It is noted that the production of NO2 from NO and O
(R21) may be underestimated in the current model, as atomic
oxygen is already consumed before NO reaches its maximum
density.

3.3.2. Generation/destruction of NO. As NO2 is mainly
produced via NO, we also briefly discuss the mechanisms
for the NO generation and destruction shown in figure 10.
It is noted that for the generation of NO atomic nitrogen is
the key species in the model. Two pairs of generation and
destruction mechanisms revealing the same dynamics can be
distinguished: on the one hand generation of NO via N with
OH (R5) and destruction by N (R6), both depending on the
atomic nitrogen density; on the other hand NO can be generated
via reaction of N with O2 (R7) and destroyed by HO2 (R24).
Here both mechanisms require the presence of O2 (as HO2 is
generated from H and HO2; see (R16)).
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Figure 9. Most important generation and destruction mechanisms
for NO2.

3.3.3. Generation/destruction of O and O3. The generation
and destruction dynamics for atomic oxygen are shown in
figure 11. In the current model two generation processes are
important: first, the initial density due to dissociation of O2

by excited argon species according to (12); second, the very
effective dissociation of O2 by N∗

2, which is the reason why
high ozone concentrations can be observed at low oxygen
shield gas concentrations. The most important destruction
mechanism for atomic oxygen is the three body reaction with
O2 and another arbitrary reaction partner (R8). This reaction
also directly determines the density of ozone obtained. If O∗

2
is included in the model, an additional destruction of O3 via
reaction (R3) is observed. However, as the destruction of
ozone by O∗

2 recycles atomic oxygen, the net ozone production
observed in figure 7(d) is not significantly affected by the
addition of O∗

2 in the model.

3.4. Influence of ambient humidity on water related species

As atmospheric pressure plasma sources for biomedical
applications are usually operated in open air, the effect of the
ambient humidity on various species produced by the plasma
is investigated numerically. In figure 12 the relative density
of various water related species is evaluated upon humidity
variation of the shielding gas after a simulation time of 1 ms,

Figure 10. Most important generation and destruction mechanisms
for NO.

while the O2/N2 ratio is kept at 20/80. The relative densities
(normalized to the respective maximum value) are evaluated
after a simulation time of 10−3 s. The species evaluated in
figure 12 have already been detected experimentally in liquid
medium (Dulbecco’s phosphate buffered saline) after plasma
treatment with an identical plasma jet, and are of special
relevance for their biological effects. The OH radical and
superoxide anion O−

2 (which may be produced by dissolution
of HO2) were detected by electron paramagnetic resonance
spectroscopy [10], nitrite and nitrate (which may be produced
by dissolution of HNO2 and HNO3) by colorimetric assays and
H2O2 using test stripes [30, 40]. Although the data shown in
figure 12 are only of qualitative nature, as the current study
mainly focuses on the far field production of O3 and NO2, it
indicates that the relative humidity, which often varies between
20 and 100% within a day in most locations, may have a
significant impact on the plasma chemistry of CAP jets.

4. Summary and conclusion

The effect of shielding gas variations on the reactive species
generation of a CAP jet has been investigated by the
combination of FTIR measurements and zero dimensional
kinetic simulations.
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Figure 11. Most important generation and destruction mechanisms
for O.

Figure 12. Relative densities of water-related species upon
humidity variation in the shielding gas according to the simulation.

As both the oxygen to nitrogen ratio and the humidity
concentration of the shielding gas were varied, the FTIR
measurements yielded two dimensional datasets for the ozone
and nitrogen dioxide densities.

The kinetic model was designed to have only two free
fitting parameters: the initial densities of argon metastables
and argon excimers. These were used to fit the ozone and

nitrogen dioxide densities obtained from the simulations to
the experimental data. Shielding gas variations have proven to
be a valuable tool for the validation of the kinetic simulations,
which in turn give insight into the relevant reaction pathways.

The gas flow from the CAP jet to the FTIR MPC was
modelled by CFD simulations in order to determine the
correct evaluation time of the kinetic simulations. It was
shown that particles travel for at least 0.1 s before they enter
the MPC.

In the FTIR experiments and kinetic simulation maximum
ozone densities of about 3 × 1014 cm−3 were obtained. Ozone
continuously increases with the amount of oxygen in the
shielding gas. However, even at low oxygen admixture
significant amounts of ozone are produced, as nitrogen
metastables effectively contribute to the ozone production.
With rising humidity, the amount of ozone produced by the
jet is halved. The simulations suggest that this is mainly due
to the fact that chemical energy is spent on the dissociation
of water molecules, and thus less energy is available for the
dissociation of oxygen and excitation of nitrogen (which in turn
contribute to the creation of ozone). The maximum nitrogen
dioxide production amounts to 6×1012 cm−3. The lowest
amount of nitrogen dioxide is produced at zero percent oxygen
and zero percent nitrogen, as the formation of nitrogen dioxide
naturally requires both molecules to be present. The maximum
production occurs at around 40% oxygen in dry conditions.
The maximum shifts towards lower oxygen concentrations
as the humidity in the shielding gas increases. Simulations
suggest that this occurs as HO2 is involved in the creation of
nitrogen dioxide. HO2 in turn requires water and oxygen to be
present.

Various species, namely OH, H2O2, HNO2, HNO3 and
HO2, which may be relevant for biomedical applications of
plasmas, were evaluated for their dependence on the humidity
in the shielding gas. The ambient humidity has a significant
impact on the densities of these species. Controlling the
environment of atmospheric pressure plasma sources may
therefore help improve the reproducibility of experimental
studies. This may especially be relevant for experimental
studies in the field of plasma medicine, where biological
deviations add up to deviations in the reactive species output
in the applied sources. Also, varying the ratio of oxygen and
nitrogen in the shielding gas, the cocktail of reactive oxygen
and nitrogen species can not only be tuned to an optimal value
for the given application, but also be altered continuously in
order to perform parametric studies in experiments in the field
of plasma medicine.
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Appendix. Chemical reactions

Table 1. List of rate coefficients used in the gas phase kinetic
simulation, evaluated for a temperature of 300 K. The rate
coefficients are given in units of s−1, cm3 s−1 and cm6 s−1 for first,
second and third order reactions.

ID Reaction Rate Coeff. Ref.

(R1) N∗
2 + N2→ 2N2 1.9×10−13 [42]

(R2) N∗
2 + O2→ 2O + N2 1.5×10−12 [42]

(R3) O∗
2 + O3→ O + 2O2 3.8×10−15 [43]

(R4) O∗
2 + N2→O2 + N2 1.5×10−18 [42]

(R5) N + OH → NO + H 4.7 × 10−11 [44]
(R6) N + NO → N2 + O 2.9 × 10−11 [43]
(R7) N + O2→ NO + O 8.5 × 10−17 [43]
(R8) O + O2 + M→O3 + M 3.4×10−10 [42]
(R9) O + OH → H + O2 3.5×10−11 [45]
(R10) O + O3→ 2O2 8×10−15 [45]
(R11) H + O3→ OH + O2 2.9×10−11 [43]
(R12) O + HO2→ OH + O2 5.8×10−11 [45]
(R13) OH + HO2→H2O + O2 1.1×10−10 [45]
(R14) OH + O3→ HO2 + O2 7.3×10−14 [45]
(R15) OH + NO2 + M→ HNO3 + M 1.9×10−30 [42]
(R16) H + O2 + M→ HO2 + M 5.7×10−32 [43]
(R17) 2 HO2 + M→H2O2 + O2 + M 4.9×10−32 [43]
(R18) 2OH + M→H2O2 + M 6.2×10−31 [43]
(R19) H2O2 + OH →H2O + HO2 1.7×10−12 [45]
(R20) O + NO2→ NO + O2 9.7×10−12 [43]
(R21) NO + O + M→ NO2 + M 9×10−32 [43]
(R22) NO + O3→ NO2 + O2 1.7×10−14 [45]
(R23) NO + OH + M → HNO2 + M 7×10−31 [43]
(R24) NO + HO2→ NO2 + OH 8.8 × 10−12 [45]
(R25) OH + HNO2→ NO2 + H2O 6×10−12 [45]
(R26) NO2 + N →N2O + O 1.2×10−11 [43]
(R27) NO2 + O + M→ NO3 + M 9×10−32 [43]
(R28) OH + HNO3→ NO3 + H2O 1.5×10−13 [46]
(R29) NO3 + NO2 + M → N2O5 + M 2.7×10−30 [47]
(R30) N2O5→ NO3 + NO2 0.07 [45]
(R31) 2 H + M→H2 + M 8.9×10−33 [48]
(R32) N∗

2 + O →O∗ + N2 2.3×10−11 [15]
(R33) O∗ + O2→ O + O2 8×10−12 [15]
(R34) O∗ + O → 2O 8×10−12 [15]
(R35) O∗ + O∗

2→ O + O2 10−11 [49]
(R36) O∗ + O2→ O + O∗

2 10−12 [15]
(R37) O∗ + O3→ 2O + O2 1.2×10−10 [43]
(R38) O∗ + O3→ 2·O2 1.2×10−10 [43]
(R39) O∗ + N2→ O + N2 2.7×10−11 [15]
(R40) O∗ + NO → O + NO 4×10−11 [49]
(R41) O∗ + NO2→O2 + NO 1.3×10−10 [50]
(R42) O∗ + H2O → 2OH 2.2×10−10 [51]
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1.  Introduction

Cold atmospheric plasma (CAP) sources are of interest for 
their applicability in the field of plasma medicine. Several 
reviews on biomedical applications of CAP [1–4], the various 

kinds of CAP sources available [5–8] and the role of plasma 
generated reactive oxygen and nitrogen species (RONS) [9] 
can be found in the literature. An important goal in plasma 
medical research is to assign specific plasma-generated RONS 
(or specific RONS mixtures) to a given biological response. 
For this purpose shielding gas devices have previously been 
applied in order to control the environment of plasma jets and 
hence influence the RONS generated by the plasma [10, 11]. 
Continuously varying the shielding gas composition from pure 
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Abstract
A novel approach combining experimental and numerical methods for the study of reaction 
mechanisms in a cold atmospheric Ar plasma jet is introduced. The jet is operated with a 
shielding gas device that produces a gas curtain of defined composition around the plasma 
plume. The shielding gas composition is varied from pure N2 to pure O2.

The density of metastable argon ( )Ar 4s, P3
2  in the plasma plume was quantified using laser 

atom absorption spectroscopy. The density of long-living reactive oxygen and nitrogen species 
(RONS), namely O3, NO2, NO, N O2 , N O2 5 and H O2 2, was quantified in the downstream region 
of the jet in a multipass cell using Fourier-transform infrared spectroscopy (FTIR).

The jet produces a turbulent flow field and features guided streamers propagating at several 
  −km s 1 that follow the chaotic argon flow pattern, yielding a plasma plume with steep spatial 

gradients and a time dependence on the ns scale while the downstream chemistry unfolds 
within several seconds. The fast and highly localized electron impact reactions in the guided 
streamer head and the slower gas phase reactions of neutrals occurring in the plasma plume 
and experimental apparatus are therefore represented in two separate kinetic models. The 
first electron impact reaction kinetics model is correlated to the LAAS measurements and 
shows that in the guided streamer head primary reactive oxygen and nitrogen species are 
dominantly generated from ( )Ar 4s, P3

2 . The second neutral species plug-flow model hence 
uses an ( )Ar 4s, P3

2  source term as sole energy input and yields good agreement with the RONS 
measured by FTIR spectroscopy.

Keywords: plasma jet, plasma chemistry, Fourier-transform infrared spectroscopy, kinetic 
modeling, laser atom absorption spectroscopy, atmospheric pressure plasma
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N2 to pure O2 then allows for the correlation of plasma gen-
erated species [12, 13] to biological effects such as viability 
[10], cytotoxicity and gene response of eukaryotes [14, 15]  
or antimicrobial effects [16]. Another approach is to use 
different operating modes of CAP sources to influence the 
species chemistry: Pavlovich et al have recently shown that 
nitrogen oxides-dominated plasma chemistry was more suc-
cessful in bacterial inactivation than a plasma chemistry dom-
inated by reactive oxygen species using different operating 
modes of a DBD [17], which is consistent with the findings of 
Jablonowski and Hänsch et al [16] obtained with the jet and 
shielding gas device employed in the present study.

The goal of this study is to investigate the reaction path-
ways that lead to the generation of RONS in an argon-operated 
CAP jet operated with a shielding gas device. Therefore, time-
resolved measurements of the metastable state ( )Ar 4s, P3

2  (in 
the following also denoted ∗Ar ) are performed in the plasma 
plume via laser atom absorption spectroscopy (LAAS) and 
the RONS O3, NO2, N O2 5, N O2 , HNO3 and H O2 2 are moni-
tored in the far-field of the jet using Fourier-transform infrared 
(FTIR) spectroscopy. While for biomedical applications, the 
long-living RONS in the far-field are merely of interest where 
safety issues are concerned (e.g. ensuring that RONS densi-
ties comply with threshold limit values), the RONS compo-
sition in the plasma plume of CAP jets differs significantly.  
In order to gain insight into the near-field RONS composition, 
two zero-dimensional reaction kinetics models are developed 
that describe the fast electron processes and the long-term 
kinetics of RONS separately. A parametric study is performed 
using shielding gas mixtures with varying composition and 
the models are correlated to data obtained from LAAS and 
FTIR measurements.

The approaches for numerical investigation of plasma 
processes in CAP jets operated with noble gases range from 
zero-dimensional kinetic models (also termed volume aver-
aged) [18–21] to two dimensional self-consistent approaches 
[22–27]. While zero-dimensional models come with the 
advantage of short computation times, the resulting possi-
bility of including thousands of chemical reactions and easy 
implementation, they naturally cannot be self-consistent and 
therefore require close correlation to experimental measure-
ments and/or verification by space-resolved models. A major 
challenge in plasma chemistry modeling in CAP jets that 
feature guided streamers is that the relevant timescales range 
from nanoseconds (fast electron dynamics and propagation of 
guided streamers) to several milliseconds (gas phase reactions 
in the plasma plume of CAP jets) or in case of non-flow driven 
CAP sources (typically dielectric barrier discharges) even sev-
eral seconds [19]. To overcome this problem, Naidis has devel-
oped a hybrid model [28, 29]: In a first step, the propagation 
of a single guided streamer is calculated, yielding the produc-
tion rates of primary reactive species (such that are generated 
directly from electron impact reactions). The production rates 
are then used as input values for a zero-dimensional reaction 
kinetics model. A similar approach has recently been pre-
sented by Tian and Kushner [30], who have developed a 2D 
model that first computes the generation of primary species 
using the complete set of electron-impact reactions for one 

pulse. For the calculation of hundreds of subsequent pulses, 
the model reuses the previously computed generation rates, 
hence yielding much faster computation times than would be 
required for including the detailed electron model for every 
pulse.

In this work the argon-operated CAP jet kinpen is investi-
gated by means of LAAS on the Ar 4s, P3

2( ) metastable state, 
FTIR spectroscopy and kinetic modeling. The CAP jet is 
operated at a frequency of  ∼1 MHz with  3 slm pure argon as 
feed gas and a shielding gas device is employed with compo-
sition ranging from pure N2 to pure O2 at a flow rate of 5 slm. 
The quantification of RONS is experimentally challenging for 
two reasons: First, as no molecular admixtures are used, the 
RONS densities are comparably low. Second, at the given flow 
rate the Reynold number is ≈Re 3000 ( ν= −v dRe 0

1, with 
kinematic viscosity    ν = × − −1.5 10 m s5 2 1, average velocity 

   = −v 25 m s0
1 at nozzle outlet and nozzle diameter  =d 1.6 mm) 

and hence the flow is fully turbulent. However, these operating 
parameters are of interest as they have been applied in sev-
eral biological and medical studies using the kinpen 09 and 
the similar kinpen Med [14, 31–35]. The turbulence has also 
been verified experimentally by planar laser induced fluores-
cence (LIF) measurements on OH as tracer molecule [36] and 
Schlieren imaging [37]. Diagnostics on turbulent CAP jets 
is challenging as experimental techniques that rely on aver-
aging procedures may give misleading results. An illustrative 
example is given in [38], where instantaneous snapshots of 
guided streamer emission are compared to phase resolved 
measurements (in which images with same phase respect to 
the voltage signal are averaged).

In a previous work it was found that in a similar argon-oper-
ated CAP jet (kinpen Sci), the guided streamer is following the 
argon channel in a turbulent jet flow. In helium-operated jets, 
it was recently found, that besides the lower required self-sus-
taining electric field in the helium channel, also an electrostatic 
focusing mechanism is responsible for the guidance of the 
streamer within the helium gas channel [37]. Phase resolved 
optical emission spectroscopy measurements suggest that the 
same mechanism may also be relevant for argon-operated jets 
[39]. Since the instantaneous densities of ambient species can 
be expected to be much lower than the averaged quantities 
obtained by molecular beam mass spectrometry and Reynolds-
averaged computational fluid dynamics (CFD) simulations 
[40], the respective densities at the position of the guided 
streamer can be estimated to be between the value obtained for 
the laminar case [11] and the Reynolds-averaged values.

The kinetic model presented in this study is similar to the 
plug-flow models developed for argon-operated CAP jets by 
van Gaens and Bogaerts [21, 27, 41], in which the system 
of ordinary differential equations  describing the reaction 
kinetics is solved together with an electron energy balance 
equation  in a volume element co-moving with the flow and 
which has recently also been applied to study the kinpen oper-
ated with argon and molecular admixtures [27]. This work is 
an extension of our previous work where CFD simulations, 
kinetic modeling of gas phase reactions and FTIR spectros-
copy was combined to investigate the RONS chemistry [12]. 
A highlight in the current work and an extension to previous 
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approaches is, that the different time- and length-scales are 
accounted for in this model using a novel approach involving 
two separate kinetic models: The first model accounts for the 
electron impact reactions that occur in a stationary volume 
element of  µ100 m diameter in the streamer head. The ∗Ar  
densities obtained in the model are fitted to experimental data 
using the time-dependent input power as a fitting parameter in 
the model. The model suggests, that ∗Ar  is the major reactive 
species, in the sense that other RONS are mainly generated 
from reactions of ∗Ar  with N2, O2 and H O2 . The second model 
hence uses an ∗Ar  source term as time-dependent energy input 
in a larger volume element of diameter  1 mm (corresponding 
to the diameter of the visible plasma plume). This model only 
accounts for neutral reactive species. The second model itself 
consists of three simulation steps accounting for (1) the reac-
tions in the visible plasma plume, (2) the reactions in the far-
field of the jet, where RONS are diluted due to diffusion and 
(3) reactions occurring in the multipass cell of the FTIR setup 
at reduced pressure. The RONS densities obtained from the 
second model are fitted to the densities obtained from FTIR 
spectroscopy using the magnitude of the ∗Ar  source term 
as fitting parameter. Compared to the models employed by 
Naidis [28, 29] and Tian and Kushner [30], which also treat 
fast electron impact processes and slower gas phase chemistry 
reactions in separate models, this approach comes with the 
advantage of fast computation times since here both models 
are zero-dimensional, allowing for vast parametric studies. 
The downside of this approach is, that it is not self-consistent 
and therefore requires close correlation to experimental data, 
here realized through LAAS and FTIR measurements.

2.  Methods

2.1.  Plasma jet and shielding gas device

In this study the cold atmospheric plasma jet kinpen 09 (neo-
plas tools, Germany) was used, which operates at a frequency 
of  ∼1 MHz [42]. The jet was operated with a shielding gas 
device producing an annular flow of a defined gas around the 
effluent of the plasma jet as described in [43]. As feed gas a 
flux of  3 slm argon corresponding to an average velocity of 

    −25 m s 1 (ALPHAGAZ 1, Air Liquide, France), as shielding 
gas a mixture of nitrogen and oxygen (ibid.) at a flux of  5 slm 
(average velocity of     −7 m s 1) was applied. The visible effluent 
has a length of approximately  1 cm.

2.2.  Laser absorption spectroscopy

Laser absorption spectroscopy was performed on the 
( )−Ar 1s 2p5 9  optical transition at a wavelength of  811.53 nm 

using a novel acousto-optic laser system (EasyLAAS, neo-
plas control GmbH, Germany). The basic scheme of the 
laser system is similar to an external cavity diode laser in 
Littrow configuration. However, the frequency tuning is not 
realized by turning the grating but by altering the acoustic 
signal applied to the two included acousto-optic modulators 
(AOMs) [44, 45]. In consequence, fast single mode frequency 
tuning with a repetition frequency of  10 kHz at a tuning range 

of  30 GHz is achieved due to the lack of mechanically actu-
ated elements. The maximum repetition rate is  50 kHz with 

 4.5 GHz tuning range. The here-presented measurements 
were performed at  1 kHz repetition rate and  30 GHz tuning 
range. By means of a single mode optical fiber, the laser radi-
ation is transferred to the absorption setup. The collimated 
laser beam is reflected by an adjustable mirror and focused 
subsequently in the absorbing region of the plasma jet by an 
achromatic lens (focal length of  45 mm). A second achro-
matic lens collimates the beam before it enters an argon low 
pressure discharge lamp that acts as reference. Behind the ref-
erence lamp a band pass filter with a central wavelength of 

 810 nm and a full width at half maximum (FWHM) of  10 nm 
is utilized to block unwanted spectral components of the light 
emitted by the plasma jet. The intensity of the light is detected 
by a fast photodetector (HCA-S, Femto, Germany) providing 
a bandwidth of  200 MHz. In order to be able to conduct axi-
ally resolved measurements (z-direction), the plasma jet is 
precisely positioned by a motorized linear stage.

For temporally resolved measurements, the laser wave-
length is kept at a constant value, which is adjusted to the 
maximum of the reference discharge absorption signal. The 
spectral absorption profile is determined by tuning the laser 
wavelength over the optical transition and averaging the tran-
sient signal. The respective frequency scaling is obtained by a 
Michelson interferometer included into the EasyLAAS AOM 
Laser system.

According to Lambert–Beers law the temporal optical 
density ( )ρ λ z t, ,  in axial direction is calculated from the 
absorption signal ( )λI z t, ,  and the plasma-off signal I0 by

( ) ( )
( )

( )∫ρ λ
λ
λ

λ= − =z t
I z t

I
k x z t x, , ln

, ,
, , , d

L

0 0
� (1)

where L is the absorption length, k is the absorption coefficient 
and x is the position in laser beam direction. The absorber den-
sity n is calculated by

n x z t
mc

e fP
k x z t, ,

4
, , , ,0

2

2
0

( )
( )

( )
λ λ

λ= ⋅
ε

� (2)

where ε0 is the vacuum permitivity, m the electron mass, c 
the vacuum speed of light, e the elementary charge, λ0 the 
center wavelength and f the oscillator strength of the transi-
tion. For the investigated ( )−Ar 1s 2p5 9  transition λ0 and f are 

 811.5 nm and 0.457, respectively. Furthermore, the spectral 
absorber distribution is described by the normalized profile 

function ( )λP , where ( )∫ λ λ =
∞

P d 1
0

. The measured pro-

file function is shown in figure  1 together with the best-fit 

Voigt profile. Due to the low gas temperature of the jet of 
about  330 K [37] and the operation at atmospheric pressure, 
Doppler broadening is small against the dominant pressure 
broadening. The Gaussian width of the Voigt profile is thus 
only  0.76 GHz, whereas the measured Lorentzian width is 

 12.8 GHz. The latter value is in good agreement with values 
determined by other groups in atmospheric pressure argon 
plasmas. In a filamentary argon discharge within a capil-
lary, Schröter et al measured a Lorentzian width of  8.6 GHz 
[46]. Niermann et al found a Lorentzian width of  12.7 GHz 
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from measurements on a parallel plate radio frequency driven  
μ-plasma jet operated in a mixture of He and Ar [47]. Besides 
the pressure broadening also a shift between the absorption 
maxima of the low pressure discharge and the plasma jet of 
about  9 pm (  4.1 GHz) is observed.

Owing to the transient behavior of the filamentary plasma 
jet on a µs time scale, it is rather statistical whether a filament 
crosses the laser beam and generates a peak in the optical depth 
signal [47]. A straight forward evaluation and comparison of 
the temporal absorption signals at different axial positions and 
shielding gas settings is thus difficult. However, by recording 
the optical depth signal over a sufficient long time (4 ms in this 
work), a statistical analysis becomes possible. In this analysis, 
the 20 highest peaks of the optical depth are detected as exem-
plary shown in figure 2 for an axial position of z  =  2 mm and 
a shielding gas composition of 1 slm O 4 slm N2 2   + . In the 
further evaluation of different shielding gas compositions and 
axial positions, the average of those 20 peak values is used 
instead of a single absorption event.

The correct absorption length and argon metastable dis-
tribution within a single filament is unknown and therefore 
either an absorption length of the filament is assumed to esti-
mate the argon metastable density (e.g. from emission meas-
urements, as done in [48]) or just the line-of-sight density ñ is 
given, which is calculated by

˜( ) ( )
( )

( )∫ λ λ
ρ λ= ⋅

ε
n z t n x z t x

mc

e fP
z t, , , d

4
, ,

L

0

0
2

2
0

� (3)

From single shot emission measurements on a similar kinpen-
type plasma jet over a single excitation period [38], the 
streamer width and therefore the absorption length is estimated 
to a value of about  µ100 m. This value and the assumption of a 

homogeneous absorber distribution are used when comparing 
the simulated temporal argon metastable densities with the 
measurement.

2.3.  FTIR absorption spectroscopy

In order to quantify RONS in the far field of the jet, FTIR 
absorption spectroscopy in the spectral range from 800 to 

  −4000 cm 1 is used. A schematic of the experimental setup is 
shown in figure 3. The plasma jet with the shielding gas device 
is mounted to a glass chamber with a volume of  0.5 l. Both 
feed gas and shielding gas flux of the plasma jet are controlled 
using mass flow controllers (MFC, MKS Instruments, USA). 
In the acquired measurements the shielding gas composition 
was varied from pure nitrogen to pure oxygen. From the glass 
chamber,  4 slm of jet and shielding gas flow is sucked into a 
multipass cell (Bruker, USA) using a vacuum pump, while 
the rest of the gas exits the glass chamber through an exhaust 
pipe. The relative flux through the exhaust pipe was monitored 
using a ball flow meter. The MPC has a volume of around 

 15 l and provides an absorption length of  =L 32 m. For the 
absorption measurements an FTIR spectrometer (Vertex 80v, 
Bruker, USA) was used. The pressure in the MPC was adjusted 
to  600 mbar. Prior to the experiments, the system was flushed 
with  3 slm Ar and  5 slm N2 for 8 h in order to remove residual 
humidity from the system.

The identification and quantification of the reactive spe-
cies was achieved using spectroscopic data from the HITRAN 
database and PNNL quantitative infrared database [49, 50]. 
The IR simulation software QMACSoft (neoplas control, 
Germany) was used to calculate cross sections  from the 
molecular line data provided in the HITRAN database.

Figure 1.  (a) absorption profile function measured on the plasma jet in the radial center and at the nozzle exit. The jet was operated with 3 
slm Ar and no shielding gas. (b) absorption signal of the low pressure reference discharge.
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The densities ni of the species {i} were then used as a 
fitting parameter when fitting the absorbance function

( )
( )

( )∑
ν
ν

σ ν= − =A
I

I
n Lln

i
i i

0
� (4)

to the experimental data. Here I0 is the background intensity 
measured when the plasma jet is turned off, ν is the wave-
number and σi are the respective cross sections. The intensity 
I0 was acquired before the plasma jet was turned on with a 
shielding gas mixture of =n n/ 1O N2 2 . In figure  4 the absor-
bance obtained from the experimental data and the respective 
fit is illustrated. The species O3, NO2, HNO3, N O2 5, N O2 , CO, 
and CO2 could clearly be identified. An absorbance signal due 
to H O2 2 was also fitted to the data, however as the signal is low 
and superposed by the N O2 5 and HNO3 signal, a clear identifi-
cation is not possible as discussed in section 3.2.

In the previous work [12] a similar setup was used, how-
ever using an absorption length of 19.2 m and a MPC pressure 
of  100 mbar. These changes result in a tenfold higher sensi-
tivity of the current system. However, using larger pressures 
in the MPC results in higher reaction rates, leading to the gen-
eration and destruction of reactive species in the MPC itself.

2.4.  Numerical models

In the plasma plume, the energy is deposited through guided 
streamers, which typically feature high electric fields in 
the streamer head (single shot images of the streamer can 
be found in [38]). In the downstream region of the jet, the 
highly reactive species generated in these processes suc-
cessively react to more stable compounds such as can be 
detected by FTIR spectroscopy. Two zero-dimensional 
kinetic models are developed in order to investigate both 
the fast electron impact reactions occurring locally in the 
head of the guided streamer and the slower reactive species 
chemistry occurring in the broader plasma plume and the 
measurement apparatus itself.

2.4.1.  Electron impact plasma reaction kinetics model.  The 
first kinetic model aims at investigating the generation of pri-
mary reactive species (such species that are generated directly 
from dissociation, electron attachment, ionization or excita-
tion of N2, O2 or H O2 ) through electron impact reactions in 
the streamer head at a fixed spatial position. Therefore, the 
system of ordinary differential equations describing the reac-
tion kinetics,

∑ ∏φ δ∂ = =n f R R k n, witht s
j

s j s j j j j
i

i
f

i j, , ,
s j,

� (5)

is solved together with the electron energy balance equation
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Figure 2.  Temporal optical depth signal for a shielding gas setting 
of    +1 slmO 4 slmN2 2 at  =z 2 mm. The symbols represent the 
20 highest peaks and the solid horizontal line is the mean of 
those values. The mean value of the entire optical depth signal is 
represented by the dashed line. (b) is a closeup of (a).

Figure 3.  Schematics of the setup used in the FTIR measurements. 
The encircled labels 1–3 correspond to the simulation steps of the 
kinetic model as explained in the following section 2.4.
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Here Rj is the reaction rate of reaction j with the rate coef-
ficient kj, φs j,  is 1 if species s is a product in reaction j and  −1 
if it is a reactant, fs, j is the stoichiometric number of species 
s in reaction j and δi j,  is 1 if species i is a reactant in reaction 
j and 0 otherwise. In the energy balance equation Te denotes 
the electron temperature (defined as 2/3 kB of the mean elec-
tron energy), kB is the Boltzmann constant, ( )P tin  is the power 
transferred to the electrons, ∆ε j is the energy lost or gained in 
reaction j and Mj is the mass of the heavy species in reaction j. 
The last term is only evaluated for elastic collisions. The input 
power is defined as T-periodic Gaussian pulses

( ) ( ( ( ) ) )∑ τ= − − +P t A t m Texp 1/2 /
m

in
2 2

� (7)

with ∈Nm . The amplitude A and pulse width τ are chosen to 
match the excitation of ( )Ar 4s, P3

2  measured in the absorption 
measurements. The list of reactions E1 to E48 used in the elec-
tron impact model is given in table A1 in the appendix. Besides 
to electron impact reactions further quenching and radiative 

processes for the argon states are considered (reactions E9 to 
E23). Additionally, quenching of argon states by O2, N2 and H O2  
as listed in table A2 (reactions R4-7 and R14-17) is considered.

2.4.2.  Neutral reactive species reaction kinetics model.  The 
electron impact plasma reaction kinetics model introduced 
in the previous section  is designed for describing the fast 
and highly localized processes in the guided streamer head 
with an estimated width of  µ100 m. For the investigation of 
reaction pathways of neutral RONS produced in the broader 
(diameter approximately  1 mm) plasma plume, a zero-dimen-
sional (volume-averaged) plug-flow model is developed.  
As detailed in the below section 3.1, the ∗Ar  density measure-
ments and the electron impact model show that metastable 
argon is mainly responsible for the generation of primary reac-
tive species. The neutral chemistry model hence uses an argon 
metastable source term as its sole energy input. The principle 
of the model is illustrated in figure 5 and will be described in 
the following. Only the reaction kinetics equations

Figure 4.  Absorbance as measured by FTIR spectroscopy and as obtained from the fitting procedure for individual species densities for a 
shielding gas composition of =O /N 0.22 2 .

Figure 5.  Illustration of the plug-flow approach used in the model (a) and densities of ambient species (shown for synthetic air shielding 
gas case), water impurities and gas temperature as assumed in the effluent model (b). The encircled labels 1–3 denote the simulation steps 
and can be identified with the corresponding labels in the experimental setup (figure 3).
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n f R G t R k n, witht s
j

s j s j j s j j
i

i
f

i j, , ,
s j,( )∑ ∏σ δ∂ = + =� (8)

are solved for all reactive species in a volume element co-
moving with the flow. Comparing to the balance equation for 
the electron impact model, the source term Gs(t) is added. For 
N2 and O2 the source term

( ) ( ( ( )))= ∂ −G t n r v Dz texp / 4s s t
max

0
2

0� (9)

describes the diffusion of shielding gas species into the active 
plasma. Equation (9) describes a typical on-axis density pro-
file for ambient species diffusing into laminar jets [11]. Here 
ns

max is the maximum density that species s reaches, r0 the jet 
radius and D is the diffusion coefficient. However, it needs 
to be accounted for that the jet is operated in a turbulent flow 
regime. The temporally averaged diffusion of ambient spe-
cies in this turbulent jet has been quantified in [40] using 
mass spectrometry measurements and Reynolds averaged 
CFD simulations. As the guided streamer follows the turbu-
lent argon-air boundary [36], which is static on the times-
cale of streamer propagation (less than  µ0.5 s), the local and 
instantaneous shielding gas density that the guided streamer 
sees is expected to be lower than the previously obtained 
average quantities. In the kinetic model the estimated value 

   = −D 1 cm s2 1 is chosen, which is five times higher than 
the standard value expected for molecular diffusion of air in 
argon, accounting for the increased mixing in the turbulent 
flow, but is still approximately only half of the value obtained 
in Reynolds averaged CFD models and mass spectrometry 
measurements. The influence of the diffusion coefficient on 
the generation of RONS is discussed in the appendix B. The 
volume element is assumed to move with a constant velocity 
of    = −v 25 m s0

1, corresponding to the average gas velocity 
at the nozzle of the plasma jet. z(t)  =  v0t is the position of 
the volume element. The reactive species accounted for in the 
model are ∗Ar , ( ( ))Σ∗ +Ar Ar a2 2

3
u , O, ( ( ))∗O O D1 , ( ( ))∆∗O O2 2

1
g , O3, 

N, ( ( ))Σ∗ +N N A2 2
3

u , NO, NO2, N O2 , NO3, N O2 5, H, H2, OH, H O2 , 
H O2 2, HO2, HNO, HNO2, HNO3. The set of reactions used in 
the model is given in table A2 in the appendix A.

The simulation is subdivided into three steps corresponding 
to the conditions in the experimental setup. The simulation 
steps successively model the reaction kinetics in the effluent, 
the glass chamber and the MPC as illustrated in figure 5(a):

Step 1: Plasma plume (0–0.4 ms).  The diameter of the co-
moving volume element is chosen as  1 mm in the plasma 
plume, which roughly corresponds to the diameter of the 
visible plume. This value is larger than the diameter of the 
guided streamer (estimated around  µ100 m). The model can 
hence only yield densities averaged over the volume element, 
while the actual local densities may be higher or lower (due 
to diffusion). In the plasma plume region the T-periodic ∗Ar  
source term

( ( ( ) ) )∑ τ= − − +∗G G t m Texp 1/2 /
m

Ar max
2 2

� (10)

is added, where Gmax is the maximum production rate. For 
∗Ar  no further generation processes are included as it is the 

species carrying the highest energy in the model and hence 
an back-transfer of energy from other excited species is not 
expected. In figure  5(b) the density of N2 and O2 diffusing 
into the effluent of the jet, the feed gas Ar and H O2  originating 
from impurities in the gas bottles and/or tubing is shown. Also 
the temperature profile used in the model is given. The H O2  
impurity density is not constant as H O2  is partially consumed. 
The temperature profile was chosen to agree with measure-
ments obtained using a quantitative Schlieren technique as 
described in [51].

Step 2: Glass chamber (0.4 ms–1 s).  In the second step 
the reaction kinetics in the glass chamber is modeled. As 
the argon jet will rapidly mix with the shielding gas in the 
turbulent flow, an instant dilution of all reactive species is 
assumed. In a plug flow this corresponds to an expansion of 
the volume element from  1 mm to  2.6 mm diameter (which at 
an average velocity of     −25 m s 1 yields the total mass flow of 
 8 slm) and a dilution of the species by a factor 0.15. Based 

on previous computational fluid dynamics simulations of the 
flow field in the glass chamber, an average residence time of 
 1 s is assumed [12].

Step 3: Multi pass cell (1–200 s  ).  In the MPC the pressure 
is reduced to  600 mbar and hence all species are diluted by a 
factor 0.6. The simulation is run up to a time of  200 s. How-
ever, as the reactive species are continuously measured while 
residing in the MPC, the densities computed by the model are 
averaged over the interval from  =t 1 s to  =t 120 smax . The 
maximum evaluation time tmax is chosen to give best agree-
ment with the experimental values. Estimating tmax based on 
the flow rate of  4 slm through the MPC with a volume of  15 l 
at  600 mbar gives a residence time of  135 s which agrees rea-
sonably well.

The average computation time for the all model steps and post 
processing routines on an Intel Xeon X5680 is  3.7 s enabling its 
application in vast parametric sweeps and in fitting routines.

3.  Results and discussion

3.1.  Density of ∗Ar

In figure  6 the average line-of-sight ∗Ar  density of the 20 
largest absorption peaks is shown at different axial positions 
and for shielding gas compositions ranging from pure N2 to 
pure O2. The general trend is that the average density is not 
substantially affected by the shielding gas composition. As the 
excitation of ∗Ar  by the guided streamer occurs much faster 
than the quenching by molecular species, this implies that the 
local electric field provided in a single guided streamer head 
is not significantly affected by the shielding gas composition. 
However, at a distance of  =z 2 mm the measured ∗Ar  density 
is significantly lower for pure N2 shielding gas, than when O2 
is present. For the kinpen operated with He feed gas it was 
found that O2 in the shielding gas significantly promotes the 
propagation of the guided streamer through an electrostatic 
focusing mechanism caused by anions (e.g. −O2, −O ) in the 
He-shielding gas interface [51], which results in a significant 
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drop of metastable He concentration [52]. A similar mecha-
nism may exist for Ar-operated jets, however this requires 
further investigation and cannot be stated based on the present 
statistical evaluation. Assuming an homogeneous absorber 
distribution within a filament of  µ100 m, the peak ∗Ar  density 
drops from  × −2 10 cm13 3 to  × −4 10 cm12 3 for an increase of 
the axial position from z  =  0 to  =z 10 mm, respectively.

Figure 7 shows a closeup of the ∗Ar  density obtained 
from an LAAS measurement assuming  µ100 m absorption 
length at a distance of  2 mm from the nozzle. As shown in 
figure  2 the ∗Ar  absorption signal is subject to strong tem-
poral fluctuations due to the turbulent flow and filamentary 
nature of the discharge. In order to receive a clean excitation 
pattern over several periods, the oscilloscope was triggered to 
a high absorption signal. The magnitude    = −A 4614 W cm 3 
and pulse width  τ = × −3 10 s8  of the power input (7) of the 
electron impact model was fitted to match the ∗Ar  densities 
obtained experimentally. A good agreement of the decay of the 
∗Ar  was obtained assuming an air mole fraction of × −5 10 4.
In figure  8 all argon species included in the model are 

shown for several periods. The model reaches a steady state 
after a few periods. The argon excimer ∗Ar2 is the most abun-
dant argon species. It is entirely generated from the excited 
Ar states in three body reactions E19-E21. The measured 
state ( )Ar 4s, P3

2  is the dominant excited Ar state and also the 
major source of ∗Ar2. The ( )Ar 4s, P3

0  metastable state reaches 
approximately 25% of the ( )Ar 4s, P3

2  density. The densities 
of other states are comparably low. The sum of ( )Ar 4p  states 
also reach similar densities, however they quickly radiate 
forming 4s states and hence can hardly contribute to the pro-
duction of RONS. The dominant ion is +Ar2  with densities of 

 ≈ ≈+ −Ar n 10 cm2 e
12 3.

In figure 9 the electron density, electron temperature and 
input power obtained from the model are shown for different 
mole fractions of synthetic air. Note, that while the maximum 
power density in the model reaches more than   −4500 Wcm 3 
and is much higher than in previous kinetic studies, the 
average power density of   −222 Wcm 3 is comparable to 

the values found in the literature for similar CAP devices: 
Van Gaens et al used a continuous power input of around 

  −250 Wcm 3 in the plasma plume of argon CAP jets [21], 
Moravej et al used up to   −150 Wcm 3 [53]. The electron 
density of   −10 cm12 3 is in reasonable agreement with pre-
vious experimental studies: Taghizadeh et al measured elec-
tron densities of around 1012–   −10 cm13 3 in the plume of an 
argon CAP jet by measuring its continuum radiation. Van 
Gessel et al measured higher electron densities of around 
1013–   −10 cm14 3 in the plume of an argon-operated CAP jet 
by Thomson scattering [54]. In that study also the electron 
temperature was measured by Thomson scattering and values 
between  =T 1 eVe  to  1.5 eV were obtained. However, due to 
the duration of the laser pulse employed in the measurement, 
the authors state that mainly bulk electrons in the low elec-
tric field region behind the ionization front contribute to the 
Thomson scattering signal. Taghizadeh also determined the 
electron temperature in the plume of an argon CAP jet [55] 
and received similar values of around  1 eV combining spec-
troscopic measurements with a collisional radiative model.  

Figure 6.  Line-of-sight ∗Ar  density in dependence on the oxygen/
nitrogen ratio in the shielding gas for three different axial positions.

Figure 7.  ∗Ar -density obtained from LAAS measurements (black 
line) and from the electron impact plasma reaction kinetics model 
(red dashed line).

Figure 8.  Denities of argon species considered in the electron 
impact model.
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Schäfer et al reported electron densities in the range of some 
  −10 cm14 3 and temperatures of 2–3 eV in a RF argon plasma 

jet operated at  27 MHz [56]. A space resolved numerical 
model of a single filament of the plasma source yielded 
comparable values of  = × −n 7 10 cme

13 3 and  =T 1.9 eVe  
[56, 57]. Balcon et al investigated α to γ mode switching 
in a capacitive plane-to-plane micro discharge operated at 

 13.56 MHz using a 1D numerical model and obtained values 
of n 10 cme

12 3 = −  and Te  =  2.5–4 eV [58].
The recent numerical study for the argon-operated kinpen 

by van Gaens et al yielded an electron temperature of  3.2 eV 
and densities of  × −2 10 cm11 3 in the plasma plume. In our 
study we receive much higher temperatures of  3.9 eV. The 
difference arises from the short pulses we apply in our 
model: Running our model with a continuous power input of 

  −220 Wcm 3 (same as for our pulsed study), we receive similar 
values of  =T 3.4 eVe  and  = × −n 5 10 cme

11 3. Comparing 
the effect of the different air concentrations in figure 9, it is 
observed that the maximum electron temperature during the 
short pulse is not significantly affected. With higher air con-
centration, the electron density decreases and the electron 
temperature drops faster after the pulse. This is associated 
to electron attachment to O2 and rotational and vibrational 
energy losses. However, these studies were performed with 
the same power input. Whether the power input does actually 
reach similar values at positions where the air concentration is 
high, cannot be answered by a zero-dimensional model.

The main goal of the electron impact model is to deter-
mine how primary reactive species are generated from O2, 
N2 and H O2 . For this purpose the number of the most abun-
dant primary RONS generated by a single pulse were evalu-
ated for different mole fractions of air as shown in figure 10. 
Furthermore, the contributions from ∗Ar -reactions such as

→+ ⋅ +∗X O 2 O products,2� (R4/14)

where ∗X  denotes ∗Ar  (R4), ∗Ar2 (R14) and electron impact 
reactions, e.g.

→ ( )+ + +e O e O O D ,2
1� (E43)

are distinguished. Note that here the states O and ( )O D1  as well 
as ( )O a2  and ( )O b2  are grouped. Additionally, fast radiative 

decay from ( )N B/C2  to ( )N A2  is assumed. In the dissociative 
electron attachment reactions of H O2  (E50 and E51) where 
−H  and OH or −OH  and H are formed a fast recombination of 

the anions to neutrals is assumed as found by van Gaens and 
Bogaerts [21]. It is observed, that for the given power input, 
most primary RONS are generated from reactions involving 
∗Ar  rather than from direct electron impact reactions. This 

does not apply for the low-energy (  0.98 eV /  1.63 eV) ( )O a/b2  
states. It is assumed that due to their low energy these states 
do not dominantly contribute to the formation of RONS in 
the plasma plume of CAP jets. Therefore, merely using an 
∗Ar  source term to model the energy input in the plume of 

this CAP jet is a valid simplification to describe the resulting 
RONS chemistry. Figure  10 also shows that a significant 
amount of primary RONS is generated even when the mole 
fraction of air is 10−3 and lower, highlighting the importance 
of molecular impurities for the plasma chemistry in such CAP 
sources.

3.2.  Reactive species output in the far field

The densities obtained by FTIR spectroscopy and from the 
neutral reactive species model are shown in figure  11 for 
shielding gas compositions ranging from pure N2 to pure O2. 
The magnitude of the ∗Ar  source term (10) was varied until 
quantitative agreement of the computed and measured O3 den-
sities was obtained. Very good agreement was obtained for O3, 
NO2 and N O2 5. For N O2  the dynamics was predicted correctly 
by the model, however the measured N O2  density is lower by 
a factor of 0.4. HNO2 was predicted to be generated in mea-
surable amounts by the model but was not detected. It was 
found that the sum of the computed HNO2 and HNO3 densi-
ties give the correct amount of HNO3 as measured. The reac-
tion mechanisms leading to the production of these RONS and 
possible reasons for the observed deviation of model and mea-
surements are discussed in the following. Also CO2 and CO 

Figure 9.  Electron temperature (left y-axis) and electron density 
(first y-axis on the right) obatined for the specified input power 
(second y-axis on the right) and three different mole fractions of 
synthetic air ( = − − −x 10 , 10 , 10air

4 3 2).

Figure 10.  Density of various primary RONS generated by a single 
guided streamer at dry synthetic air mole fractions 10−4, 10−3 
and 10−2. Contributions from direct electron impact reactions and 
reactions involving excited argon species are distinguished.
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were detected. According to manufacturer specifications the 
argon feed gas contains up to  0.2 ppm hydrocarbons which is 
probably the main source for the measured CO2. The increase 
of CO2 at 0% O2 content in the shielding gas is significant and 
was confirmed in several measurements. The cause for this 
increase is unclear. One assumption is that ∗N2 exists longer 
if O2 (being a major quencher of ∗N2 through reactions R23 
and R26) is absent and hence ∗N2 may provide the energy nec-
essary for cracking the hydrocarbons. Also CO impurities in 
the N2 shield gas were detected at a density of  × −8 10 cm12 3. 
However, CO is not expected to influence the further RONS 
chemistry as the density at the position of the guided streamer 
is negligible and it is unlikely to significantly influence the 
downstream reaction chemistry due to its large bond energy of 

 11.2 eV. Accordingly no significant consumption of CO was 
observed.

In figure  12(a) the absorbance between  ν = −1220 cm 1 
and   −1320 cm 1 is shown as measured using synthetic air as 

shielding gas ( =O /N 0.22 2 ). As the absorption profile of 
H O2 2 is superposed by N O2 5 and HNO3, H O2 2 could not be 
clearly identified in the FTIR measurements. However, as 
the model suggests that it should be present, its cross sec-
tion was included in the fitting routine. The respective densi-
ties obtained are shown in figure 12(b). While the quantitative 
agreement of kinetic model and FTIR results is acceptable,  
it is unclear if the differences upon shielding gas variation 
arise from shortcomings of the kinetic model or correlations 
of the H O2 2 absorption profile with the N O2 5 and HNO3 pro-
files in the fitting process. Note that model and FTIR data 
agree well for pure O2 and pure N2, when no HNO3 and N O2 5 
are generated.

The magnitude of the local ∗Ar  source term obtained in 
this model is seven times lower than the source term obtained 
in the electron impact reaction kinetics model, while the total 
(volume integrated) production rate is 14 times higher as in 
the electron impact model due to the different radii of volume 

Figure 11.  Reactive species densities obtained from FTIR spectroscopy and numerical model versus shielding gas composition. All 
densities were multiplied by 10/6 in order to be comparable to measurements obtained at standard pressure.
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elements considered. A perfect agreement of both the produc-
tion rates can be achieved by choosing the estimated diameters 
of the guided streamer (for the electron impact model) and 
the diffusive RONS channel (for the neutral reaction chem-
istry model) accordingly. However, this was not done as the 
total RONS output is affected by several parameters, e.g. the 
detailed shielding gas density at the position of the streamer 
(see figure 10), the assumed length of the discharge and the 
flow velocity.

3.3.  Reaction pathways

In figure  13 the densities of reactive species are shown as 
computed for the plasma plume (a), glass chamber (b) and 
MPC (c). From the simulation it is obvious that the species 
composition measured in the far field of plasma sources by 
FTIR spectroscopy is very different from the species that can 
be expected in the plasma plume.

3.3.1.  Reaction mechanisms: O and O3.  The generation of O3 
is determined by the three-body reaction

→+ + +O O M O M,2 3� (R43)

where M is an arbitrary reaction partner. The relevant gen-
eration and destruction mechanisms for O are illustrated in 
figure 14. In this and the following figures, the densities of 
the respective species generated through the indicated reac-
tions is shown as positive values, the densities consumed 
when the species is a reactant is given as negative values. Only 
the reactions significantly contributing to the generation and 
destruction processes are shown. In the plasma plume, O is 
generated from the dissociation of O2 from excited species in 
the reactions

→+ ⋅ +∗X O 2 O products,2� (R4/14/23)

where ∗X  denotes ∗Ar  (R4), ∗Ar2 (R44) and ∗N2 (R46). Besides 
the formation of O3, O can also be lost via reactions with OH 
and HO2 (reactions R44 and R46). In the glass chamber addi-
tional O is generated (to a lesser extent) from reactions of N 
with NO (R42) and O2.

3.3.2.  Reaction mechanisms: NO.  The relevant genera-
tion and destruction mechanisms for NO are illustrated in 

figure 15. The main reaction leading to the generation of NO 
in the plasma plume and glass chamber is

→+ +N OH NO H� (R64)

which is one of the reactions of the extended Zeldovich mech-
anism e.g. relevant for NO generation in combustion processes 
[59]. To a lesser extent, NO is also generated via the reaction 
of ∗N2 and O (R86) and in the three body reaction of O with 
N (R38). Note that in the work of van Gaens and Bogaerts 
[21] R86 is the main reaction contributing to NO genera-
tion. The pathways differ as in [21] ∗N2 reaches densities of 
× −2 10 cm14 3 which is 5 times higher than in our model, while 

in our model the ∗Ar  density is more than ten times higher than 
in [21]. The high ∗Ar  density yields significant amounts of N 
and consequently promotes reaction R64. N also leads to loss 
of NO by reacting to N2 and O (R42). Further NO destruction 
mechanisms lead to the production of NO2 and are discussed 
in the following.

3.3.3.  Reaction mechanisms: NO2.  As illustrated in fig-
ure  16, many reactions contribute to the generation and 
destruction of NO2 in the plasma plume and glass chamber. 
However, most NO2 is generated through the oxidation of NO 
in reactions of the form

→+ +NO Y NO products,2� (R49/R74/R72)

where Y denotes O (R49, involving a third body), O3 (R72) 
or HO2 (R74). Further important mechanisms for the NO2 
generation and destruction involve HNOx and N O2 5 and are 
discussed below.

3.3.4.  Reaction mechanisms: N O2 .  For N O2  only two pro-
cesses were found to be important on the relevant timescale 
as illustrated in figure 17: In the plasma plume the reaction

→+ +∗N O N O O2 2 2� (R26)

dominates, while in the glass chamber further N O2  is gener-
ated from the reaction of NO2 and N (R35). The model predicts 
more than twice the amount of N O2  than what is measured 
via FTIR spectroscopy. A possible explanation is that R26 is 
exclusively responsible for the generation of N O2 , yielding 
the right quantity and dynamics under shielding gas variation. 
The reason for an overestimation of R35 could be, that mixing 

Figure 12.  Measured and fitted absorbance of H O2 2 (a) and respective densities obtained from the fit and the numerical model (b).
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in the glass chamber occurs faster than described by the diffu-
sion source term (9), promoting the reaction

→+ +N O NO O2� (R34)

which effectively removes N, inhibiting reaction R35. 
Omitting R35 would also give better agreement of NO2 model 
and experimental results, yielding higher NO2 densities for 
low oxygen content in the shielding gas (see figure 4).

3.3.5.  Reaction mechanisms: HNO2 and HNO3.  In figure 18 
the relevant reaction mechanisms for both HNO2 and HNO3 
are shown. HNO2 and HNO3 are generated via the processes

→+ + ++NO OH M HNO M.x x 1� (R73/67)

HNO2 can be converted to HNO3 in a two-step process, 
where

→+ +HNO O OH NO2 2� (R83)

Figure 13.  Computed temporal development of reactive species in the plasma plume (a), glass chamber (b) and MPC (c) using synthetic air 
as shielding gas.
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yields the reactants for R67. Since the sum of the densities of 
HNO2 and HNO3 computed in the kinetic model add up to the 
correct value of HNO3 measured via FTIR spectroscopy, we 
assumed that the conversion process R83 is underestimated in 
the model. The reason for this was assumed to be that ∗O2 is 
underestimated in the model, which can be generated directly 
in electron impact reactions. It is well-known, that ∗O2 can 
recycle a fraction of O3 to O (R55), which could then initiate 
the conversion process of HNO2 R83 and R67. For this reason 
a simulation was run with an additional ∗O2 source term pro-
ducing   −10 cm12 3 ∗O2 every period in the plasma plume (com-
pare results of electron-impact study shown in figure 10), but 
the far-field species obtained were hardly affected. Another 
possibility is, that NO is converted to NO2 faster than predicted 
by the model and hence HNO3 is generated rather than HNO2.

3.3.6.  Reaction mechanisms: N O2 5.  In the MPC the only rel-
evant reaction mechanism on this timescale is the generation 
of N O2 5 from NO2 in a two-step process as shown in figure 19: 
First NO3 is formed from NO2 and O3 which is available in 
abundance in the reaction

→+ +NO O NO O ,2 3 3 2� (R81)

which then reacts to N O2 5:

NO NO M N O M2 3 2 5↔+ + +� (R78/79)

For longer timescales reactions R78 and R79 result in an 
equilibrium which can yield significant amounts of NO3,  
a process relevant in dielectric barrier discharges that are not 
flow-driven [19].

Figure 14.  Main reactions contributing to generation and destruction of O in the plasma plume (a) and glass chamber (b).

Figure 15.  Main reactions contributing to generation and destruction of NO in the plasma plume (a) and glass chamber (b).
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4.  Conclusion

In this work the reaction kinetics leading to the generation or 
RONS in an argon-operated CAP jet operated with shielding 
gas device were investigated. Experimental data of RONS 
densities obtained by FTIR spectroscopy in the far-field and 
∗Ar  densities measured by LAAS in the plasma plume is com-

bined with zero-dimensional modeling of the reaction kinetics 
using two separate models. The fast and localized genera-
tion of primary reactive species in the guided streamer head 
is evaluated using a first electron impact reaction kinetics 
model, while the further plasma chemical processes in the 
visible plasma plume and the downstream region (e.g. inside 

the measurement apparatus) is considered in a second neu-
tral reaction kinetics model. A parametric study is performed 
varying the shielding gas composition from pure N2 to pure 
O2.

The ∗Ar  densities obtained by the first electron impact 
model were fitted to the densities obtained by LAAS. It was 
found, that ∗Ar  is the main source of primary RONS in the 
plasma plume. The model yields a maximum electron tem-
perature of  3.9 eV during the pulse and an electron density in 
the order of   −10 cm12 3.

The O3 density computed by the second neutral reaction 
chemistry model was fitted to the density obtained from FTIR 
measurements using the magnitude of an ∗Ar  source term as 

Figure 16.  Main reactions contributing to generation and destruction of NO2 in the plasma plume (a) and glass chamber (b).

Figure 17.  Main reactions contributing to generation and destruction of N O2  in the plasma plume (a) and glass chamber (b).
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free parameter. The influence of this and further free param-
eters is discussed in the appendix B. The densities of other 
RONS predicted by the model (NO2, N O2 5, N O2 , HNO3 and 
H O2 2) are in good agreement with the FTIR measurements.

For the here-investigated CAP jet operating with pure 
Ar as feed gas, it was found that it is sufficient to use ∗Ar  
as sole input species for the neutral reaction kinetics model. 
However, the approach can be extended to suit for a broader 
class of devices, also when using molecular admixtures, by 
considering the complete set of primary reactive species (also 
including ions if necessary) generated in quantities as pre-
dicted by the electron impact reaction kinetics model. The 
approach is especially suitable for performing large parametric 

studies and can hence be used to optimize the reactive species 
generation of CAP jets for the respective field of application, 
such as plasma medicine or surface modification.
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Figure 18.  Main reactions contributing to generation and destruction of HNO2 and HNO3 in the plasma plume (a) and glass chamber (b).

Figure 19.  Main reactions contributing to generation and destruction of NO3 (a) and N O2 5 (b) in the MPC.
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Appendix A.  Reactions considered in the model

Table A1.  List of reactions used in the electron impact model.

ID Reaction Rate coefficient Reference

E1 →+ +e Ar e Ar ( )σ ε [61]
E2 →+ ⋅ + +e Ar 2 e Ar ( )σ ε [61]

E3 → ( )+ +e Ar e Ar 4s, P3
2 ( )σ ε [61]

E4 → ( )+ +e Ar e Ar 4s, P3
1 ( )σ ε [61]

E5 → ( )+ +e Ar e Ar 4s, P3
0 ( )σ ε [61]

E6 → ( )+ +e Ar e Ar 4s, P1
1 ( )σ ε [61]

E7 → ( )+ +e Ar e Ar 4p ( )σ ε [62]
E8 → ( )+ +e Ar e Ar 3d ( )σ ε [62]
E9 ( ) →Ar 4s, P Ar3

1 1.19 108 [63]

E10 ( ) →Ar 4s, P Ar1
1 5.1 108 [63]

E11 ( ) → ( )Ar 4p Ar 4s, P3
2 5 106 [63]a

E12 ( ) → ( )Ar 4p Ar 4s, P3
1 5 106 [63]a

E13 ( ) → ( )Ar 4p Ar 4s, P3
0 5 106 [63]a

E14 ( ) → ( )Ar 4p Ar 4s, P1
1 5 106 [63]a

E15 ( ) → ( )Ar 3d Ar 4p 5 106 [63]a

E16 → ( )+ ++Ar e Ar Ar 4p2   ( )− T8 10 300/ e
7 2/3 [64]

E17 →+ + ++ +Ar Ar M Ar M2 2.5 10−31 [21]

E18 ( ) →⋅ + ++2 Ar 4s, P Ar Ar e3
2 5 10−10 [53]

E19 ( ) → ( )+ + Σ ++Ar 4p Ar M Ar a M2
3

u 1 10−31 [21]

E20 ( ) → ( )+ + Σ ++Ar 3d Ar M Ar a M2
3

u 1 10−31 [21]

E21 ( ) → ( )+ + Σ ++Ar 4s Ar M Ar a M2
3

u 2.8 10−33 [65]b

E22 ( ) →Σ + ⋅+Ar a Ar 3 Ar2
3

u 10−14 [66]c

E23 ( ) →Σ ⋅+Ar a 2 Ar2
3

u
3.5 105 [65, 67]

E24 →+ +e N e N2 2 ( )σ ε [68]
E25 → ( )+ +e N e N vib/rot2 2 ( )σ ε [68]d

E26 → ( )+ + Πe N e N B2 2
3

g ( )σ ε [68]

E27 → ( )+ + ∆e N e N W2 2
3

u ( )σ ε [68]

E28 → ( )+ + Σ+e N e N A2 2
3

u
( )σ ε [68]

E29 e N e N B2 2
3

u→ ( )+ + Σ′ − ( )σ ε [68]

E30 e N e N a2 2
1

u→ ( )+ + Σ′ − ( )σ ε [68]

E31 → ( )+ + Πe N e N a2 2
1

g ( )σ ε [68]

E32 → ( )+ + ∆e N e N w2 2
1

u ( )σ ε [68]

E33 → ( )+ + Πe N e N C2 2
3

u ( )σ ε [68]

E34 →+ + ⋅e N e 2 N2 ( )σ ε [68]
E35 →+ ⋅ + +e N 2 e N2 2

( )σ ε [68]

E36 →+ + −e O O O2 ( )σ ε [69]
E37 →+ +e O e O2 2 ( )σ ε [69]
E38 → ( )+ +e O e O vib/rot2 2 ( )σ ε [69]
E39 → ( )+ + ∆e O e O a2 2

1
g ( )σ ε [69]

E40 → ( )+ + Σ+e O e O b2 2
1

g
( )σ ε [69]

E41 → ( )+ +e O e O c , C , A2
1 3 3 ( )σ ε [69]

E42 →+ + ⋅e O e 2 O2 ( )σ ε [69]
E43 → ( )+ + +e O e O O D2

1 ( )σ ε [69]

E44 →+ ⋅ + +e O 2 e O2 2
( )σ ε [69]

E45 →+ + + +e O e O O2 ( )σ ε [69]

E46 →+ + +e H O e H OH2 ( )σ ε [70]
E47 → ( )+ + +e H O e O D H2

1
2 ( )σ ε [70]

E48 →+ + +e H O e H O2 2 ( )σ ε [70]

(Continued)
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E49 →+ + −e H O H O2 2 ( )σ ε [70]
E50 →+ +−e H O H OH2 ( )σ ε [70]
E51 →+ +−e H O OH H2 ( )σ ε [70]

Note: The rate coefficients are given in units of s 1− , cm s3 1  −  or cm s6 1  −  for first, second or third order reactions. Rate coefficients for electron impact reactions 
were computed using BOLSIG  +  [60] with the cross section from the given reference.
a  Estimated based on typical lifetimes of 4s and 3d states [63].
b  Rate applied for all Ar 4s( )-levels.
c  Reaction yields Ar2

1
u( )Σ∗ + , which dissociates quickly (lifetime 4.2ns [65]).

d  All levels found in [68] were taken into account, but grouped into one level.

Table A2.  List of reactions used in the electron impact model.

ID Reaction Rate coefficient Reference

R1 →+ + +∗ ∗Ar Ar M Ar M2 2.8 10−33 [65]

R2 →+ ⋅∗Ar Ar 3 Ar2 10−14 [66]a

R3 → ⋅∗Ar 2 Ar2
3.5 105 [65, 67]

R4 →+ + ⋅∗Ar O Ar 2 O2 2.1 10−10 [71]
R5 →+ +∗ ∗Ar N Ar N2 2 1.8 10−11 [71]b

R6 →+ + ⋅∗Ar N Ar 2 N2 1.8 10−11 [71]b

R7 →+ + +∗Ar H O Ar OH H2 7.8 10−10 [72, 73]
R8 →+ + +∗ ∗Ar O Ar O O3 2 2.1 10−10 [21]
R9 →+ + ⋅∗ ∗Ar N Ar 2 N2 3.6 10−11 [21]

R10 →+ + +∗Ar NO Ar N O 2.39 10−10 [21]
R11 →+ + +∗Ar NO Ar NO O2 6.49 10−10 [21]
R12 →+ + +∗Ar N O Ar NO N2 4.4 10−10 [21]
R13 →+ + +∗ ∗Ar N O Ar N O2 2 4.4 10−10 [21]

R14 →+ ⋅ + ⋅∗Ar O 2 Ar 2 O2 2 4.6 10−11 [64]

R15 →+ ⋅ +∗ ∗Ar N 2 Ar N2 2 2 6 10−12 [66]c

R16 →+ ⋅ + ⋅∗Ar N 2 Ar 2 N2 2 6 10−12 [66]c

R17 →+ ⋅ + +∗Ar H O 2 Ar OH H2 2 7.8 10−10 [72, 73]d

R18 →+ ⋅ + +∗Ar O 2 Ar O O2 3 2 2.1 10−12 [21]

R19 →+ ⋅ + +∗Ar NO 2 Ar N O2 3.1 10−10 [21]

R20 →+ ⋅ + +∗Ar NO 2 Ar NO O2 2 8.44 10−10 [21]

R21 →+ ⋅ + +∗Ar N O 2 Ar N O2 2 2 5.5 10−10 [21]

R22 →⋅ +∗ ∗2 N N N2 2 2 3.9 10−10 [74, 75]e

R23 →+ ⋅ +∗N O 2 O N2 2 2 1.5 10−12 [76]

R24 →+ + ⋅∗O O O 2 O2 3 2 ( )− −T5.2 exp 2840/ 10g
11 [77]f

R25 →+ +∗N N N N2 2 4 10−11 [78]

R26 →+ +∗N O N O O2 2 2 7.8 10−14 [21]

R27 →+ ⋅ +∗N N O 2 N O2 2 2 ( )− −T9.3 exp 120/ 10g
12 [79]f

R28 →+ + +∗N N O NO N N2 2 2 10−11 [21]

R29 →+ +∗ ∗N O O N2 2 10−12 [19]

R30 →+ +∗N Ar N Ar2 2 4 10−17 [21]

R31 →+ ⋅∗N N 2 N2 2 2 3.7 10−16 [21]

R32 →+ +∗ ∗N O N O2 2 2 2 1.29 10−12 [21]

R33 →+ ⋅ +∗ ∗O N 2 O N2 2 2 2 10−11 [21]

R34 →+ +N O NO O2 ( )− −T1.5 exp 3600/ 10g
11 [77]f

R35 →+ +NO N N O O2 2 1.4 10−12 [80]f

R36 →+ ⋅NO N 2 NO2 2.3 10−12 [20]
R37 →+ + +O N N N NO2 2   − −T1.76 10g

0.5 31 [20]

R38 →+ + +O N M NO M ( ) −T5.46 exp 156/ 10g
33 [81]f

R39 →⋅ +3 N N N2   − −T3.31 10g
1.5 27 [20]

Table A1.  (Continued)

ID Reaction Rate coefficient Reference

(Continued)
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R40 →⋅ + +2 N Ar N Ar2 1.25 10−32 [82]f

R41 →+ +HNO O OH NO 5.99 10−11 [83]f

R42 →+ +N NO N O2 ( ) −T2.1 exp 96/ 10g
11 [77]f

R43 →+ + +O O M O M2 3 ( ) −T3.4 /298 10g
34 [76, 84]

R44 →+ +O OH H O2 ( ) −T2.4 exp 108.2/ 10g
11 [85]f

R45 →+ ⋅O O 2 O3 2 ( )− −T8.00 exp 2060/ 10g
12 [85]f

R46 →+ +O HO OH O2 2 ( ) −T2.7 exp 228.5/ 10g
11 [85]f

R47 →⋅ + +∗2 O M O M2 ( )  − −T6.93 /300 10g
0.63 35 [21]

R48 →+ +O NO NO O2 2 ( ) −T5.5 exp 192.4/ 10g
12 [85]f

R49 →+ + +NO O M NO M2 ( )− −T9.02 /298 10g
1.5 32 [77]f

R50 →+ +∗O O O O2 2 ( ) −T6.4 exp 67/ 10g
12 [19]

R51 →+ ⋅∗O O 2 O 8 10−12 [19]
R52 →+ +∗ ∗O O O O2 2 10−11 [19]

R53 →+ +∗ ∗O O O O2 2 10−12 [19]

R54 →+ ⋅ +∗O O 2 O O3 2 1.2 10−10 [19]
R55 →+ ⋅∗O O 2 O3 2 1.2 10−10 [19]
R56 →+ +∗O N O N2 2   ( ) −T1.8 exp 107/ 10g

11 [19]

R57 →+ + +∗O N M N O M2 2   ( )− −T3.5 10 /298g
37 0.6 [86]f

R58 →+ +∗O N O N O2 2 2 4.4 10−11 [19]
R59 →+ ⋅∗O N O 2 NO2 7.2 10−11 [19]
R60 →+ +∗O NO O NO 4 10−11 [19]
R61 →+ +∗O NO O NO2 2 1.4 10−10 [19]
R62 →+ ⋅∗O H O 2 OH2 2.2 10−10 [19]
R63 →+ +∗O M O M 5 10−12 [21]
R64 →+ +N OH NO H ( ) −T3.8 exp 85/ 10g

11 [87]f

R65 →+ +OH HO O H O2 2 2 ( ) −T4.8 exp 252.6/ 10g
11 [85]f

R66 →+ +OH O HO O3 2 2 ( )− −T1.7 exp 938.1/ 10g
12 [85]f

R67 →+ + +OH NO M HNO M2 3 ( )− −T2.2 /298 10g
2.9 30 [87]f

R68 →+ + +H O M HO M2 2 ( )− −T5.71 298/ 10g
1.6 32 [77]f

R69 →⋅ + + +2 HO M H O O M2 2 2 2 ( ) −T1.7 exp 999.5/ 10g
33 [77]f

R70 →⋅ + +2 OH M H O M2 2 ( )− −T6.2 /298 10g
1 31 [77]f

R71 →+ +H O OH H O HO2 2 2 2 ( )− −T2.9 exp 156/ 10g
12 [85]f

R72 →+ +NO O NO O3 2 2 ( )− −T1.4 exp 1306/ 10g
12 [85]f

R73 →+ + +NO OH M HNO M2 ( )− −T7 /298 10g
2.6 31 [77]f

R74 →+ +NO HO NO OH2 2 ( ) −T3.6 exp 268/ 10g
12 [85]f

R75 →+ +OH HNO NO H O2 2 2 ( ) −T2.5 exp 259/ 10g
12 [85]f

R76 →+ + +NO O M NO M2 3 ( )− −T9.0 /298 10g
2 32 [77]f

R77 →+ +OH HNO NO H O3 3 2 ( ) −T1.5 exp 650./ 10g
14 [86]f

R78 →+ + +NO NO M N O M2 3 2 5 ( )− −T2.81 /298 10g
3.5 30 [86]f

R79 →+ + +N O M NO NO M2 5 2 3 − −e3.7 10T10039/ 5g [86]f

R80 →⋅ + +2 H M H M2 ( )− −T6.04 /298 10g
1 33 [88]f

R81 →+ +NO O NO O2 3 3 2 ( )− −T1.4 exp 2465/ 10g
13 [85]f

R82 →+ + +H NO M HNO M ( )− − −T e1.3 /298 10g
T1.32 370/ 31g [83]f

R83 →+ +HNO O OH NO2 2 2.01 10−11 [83]f

R84 →+ +HNO O HNO O2 3 3 2 5 10−19 [77]f

R85 →+ + +HO NO M HNO M2 3 1.4 10−33 [89]f

R86 →+ +∗N O NO N2 7 10−12 [21]

R87 →+ +∗O O O O2 2 3 3 10−21 [21]

R88 →⋅ ⋅∗2 O 2 O2 2 ( )− −T9 exp 560/ 10g
17 [21]

R89 →+ +∗O M O M2 2 ( )− −T3 exp 200/ 10g
30 [21]

Table A2.  (Continued)

ID Reaction Rate coefficient Reference

(Continued)
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Appendix B.  Sensitivity analysis of the gas phase 
reaction kinetics model

Even though the agreement of experimental data and the reac-
tion kinetics model is good, this does not necessarily mean 
that all mechanisms presented here are correct. In the fol-
lowing the sensitivity of the model outcome is investigated by 
means of examples.

B.1.  Different pathways can lead to similar far-field results

For the nitrogen oxides various reaction pathways can eventu-
ally lead to the same far-field species. This can for example be 
seen in figures 15 and 16, where the main reactions contrib-
uting to NO and NO2 production and destruction are shown. 
In figure B1 the respective reactions leading to the generation 
of NO and NO2 are summarized.

Even excluding the dominant reaction pathways for NO 
generation in the plasma plume via N (R38 and R64) and 
for NO2 generation from NO (reactions R11 and R49) hardly 
affects the far-field species as shown in figure B2. In this case 
the generation proceeds mainly along the alternative pathways 
R86 and R83. Also, the oxidation of N to NO or of NO to NO2 
can occur via slower processes in the downstream region via 
alternative pathways: E.g. instead of oxidation of NO by O 
R49), in the plasma plume, the oxidation can also occur by 
reaction with O3, which is available in high amounts in the 
downstream region (compare figure 15(b)).

B.2. The influence of free model parameters

Another issue is, that the model involves fitting parameters. 
The most obvious parameter is the magnitude of the ∗Ar  
source term. However, this parameter mainly affects the mag-
nitude of the RONS generated in the far-field, not the dynamic 
behavior upon shielding gas variation. The result for four 
parameters is given in the following: First, the influence of 
the ∗Ar  source term magnitude is discussed. Second, the influ-
ence of stronger and weaker shielding gas diffusion is studied. 
Third, the influence of feed gas humidity is discussed. Fourth, 
the influence of the branching ratio in the reactions

→    + ⋅∗ ∗Ar N 2 N or N ,2 2� (R5/6)

as well as reactions

→    + ⋅ + ⋅∗ ∗Ar N 2 Ar 2 N or N ,2 2 2� (R15/16)

is studied (in the original work only the quenching ratio of 
∗ ∗Ar /Ar2 was given [66, 71]).
It is found, that general trends always agree with the 

experimental data, hence the validity of the presented model 
does not depend too strictly on the choice of open parameters:  
It is not possible to obtain any desired result by varying these 
parameters. The downside of this behavior is, that it is not 
possible to derive an exact value of the fitting parameters 
from the model results. E.g. the branching ratio of reactions  
R5/R6 does not influence the results enough to use the agree-
ment of model and FTIR values as an indicator. Only signifi-
cant changes and unexpected behavior compared to the basic 
study presented in section 3 are discussed below.

B.3.  Influence of the ∗Ar  source term magnitude

The densities obtained are shown in figure B3.

	 •	Generally behaves as expected: The higher the ∗Ar  source 
term magnitude, the more RONS are generated.

	 •	Exception: The NO2 density does not change signifi-
cantly. This occurs, as NO2 is converted to N O2 5, which is 
also present in higher quantities. Also, the destruction of 
NO with N (R42) damps the increased production of NO2.

B.4.  Influence of the shielding gas diffusion

The densities obtained are shown in figure B4.

	 •	The more O2 is present, the faster the conversion of O to 
O3 (reaction R43).

	 •	The formation of O from dissociation of O2 by ∗N2 is 
promoted, effecting the strong production of O3 at low O2 
content in the shielding gas.

R90 →+ +H O OH O3 2 ( )− −T1.4 exp 470/ 10g
10 [77]f

Note: The rate coefficients are given in units of s 1− , cm s3 1  −  or cm s6 1  −  for first, second or third order reactions.
a  Reaction yields Ar2

1
u( )Σ∗ + , which dissociates quickly (lifetime 4.2ns [65]).

b  Quenching rate of Ar∗ by N2 (3.6 10 cm s11 3 1   ⋅ − − ) is branched for creation of N2
∗ and 2N.

c  Quenching rate of Ar2
∗ by N2 (1.2 10 cm s11 3 1   ⋅ − − ) is branched to N2

∗ and 2N.
d  Estimation based on quenching rate for Ar H O2+∗ .
e  These rates describe the energy pooling reactions for the formation of N B2( ) and N C2( ). Fast radiative relaxation to N A2( ) from these levels is assumed.
f  Rate obtained from NIST database [90]. The rate coefficient originates from the cited publication.

Table A2.  (Continued)

ID Reaction Rate coefficient Reference

Figure B1.  Main reaction pathways leading to the generation of NO 
and NO2 in the plasma plume.
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	 •	As more O3 is produced, NO2 is converted to N O2 5 faster 
than in the basic study.

	 •	For the production of NO the reaction of N with O2 (R34) 
becomes more important.

	 •	With rising shielding gas content, the generation of N O2  
from ∗N2 and O2 (R26) increases.

B.5.  Influence of the feed gas humidity

The densities obtained are shown in figure B5.

	 •	With increasing humidity, less O is available as O is con-
sumed in reactions with HO2 (R46) and OH (R44).

	 •	If no humidity is available, NO cannot be generated via 
the main pathway (from N and OH, R64) in the effluent 
and is generated in the reaction of N and O with a third 
body (R37), from ∗N2 and O with a third body (R86) and 
from the reaction of N with O2 (R32).

	 •	If much humidity is available, large amounts of NO2 and 
HNO3 can be expected even when no oxygen is present. 
It is noted that NO2, HNO3 and HNO2 in the range of 
some 1012 cm−3 were indeed detected with pure nitrogen 
shielding while the system tubes were flushed. However, 
the humidity was not quantified during this drying phase 
and therefore the data is not shown.

Figure B2.  The black line reproduces the results shown in 
figure 11. The model results shown as red dashed line were obtained 
by setting reaction coefficients of reactions R11, R38, R49 and R64 
to zero.

Figure B3.  Sensitivity analysis of ∗Ar  source term magnitude: 
The black line reproduces the results shown in figure 11. Green 
dotted line: The magnitude of the argon source term is multiplied 
by 0.5. Red dashed line: The magnitude of the argon source term is 
multiplied by 2.
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B.6.  Influence of the +∗ ∗Ar /Ar N2 2 branching ratio

The densities obtained are shown in figure  B6. The same 
branching rates for quenching of ∗Ar  and ∗Ar2 were assumed.

	 •	The RONS densities are not heavily affected by the 
branching ratio.

	 •	The underlying mechanisms for the NO generation 
change: While the generation of NO from N and OH 
(R64) still produces most, the generation from ∗N2 and O2 
(R86) becomes almost as important. This also effects the 
changes observed in the NO2, HNO3 and N O2 5 density.

	 •	The N O2  density increases with the amount of ∗N2 pro-
duced as can be expected from reaction R26.

Figure B4.  Sensitivity analysis of shielding gas diffusion: The 
black line reproduces the results shown in figure 11 (maximum 
shiedling gas density in the plasma plume: 2.4%). Green dotted 
line: 0.9%. Red dashed line: 6.5%.

Figure B5.  Sensitivity analysis of feed gas humidity: The black 
line reproduces the results shown in figure 11 (H O2  density:  5 ppm). 
Green dotted line:  0 ppm. Red dashed line:  50 ppm.
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