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Abstract

Plus‐strand RNA [(+)RNA] viruses are the largest group of viruses, medically highly relevant
human pathogens, and are a socio‐economic burden. The current global pandemic of the
severe acute respiratory syndrome coronavirus 2 (SARS‐CoV‐2) shows how a virus has been
rapidly spreading around the globe and that – without an antiviral treatment – virus trans‐
mission is solely dependent on human behavior. However, other (+)RNA viruses such as
rhino‐, noro‐, dengue‐ (DENV), Zika, and hepatitis C virus (HCV) are constantly spreading
and expanding geographically. As in the case of hepatitis C, since its first identification in
the 1970s, it took more than 30 years to understand the HCV structure, genome organiza‐
tion, life cycle, and virus‐host interplay leading to the cure of a chronic and life‐threatening
disease. However, no vaccination or antiviral treatment exists for most (+)RNA viruses. Con‐
sequently, a precise and comprehensive analysis of the viruses, their life cycles, and parasitic
interactions with their hosts remains an important field of research.

In the presented thesis, we use mathematical modeling to study the life cycles of (+)RNA
viruses. We analyze replication strategies of closely related (+)RNA viruses, namely HCV,
DENV, and coxsackievirus B3 (CVB3), to compare their life cycles in the presence and ab‐
sence of the host’s immune response and antiviral drug treatment and consider different
viral spreading mechanisms. Host dependency factors shape the viral life cycle, contribut‐
ing to permissiveness and replication efficiency. Our mathematical models predicted that
host dependency factors, such as ribosomes, and thus the virus’ ability to hijack the host
cell’s translation machinery play an essential role in the viral genome replication efficiency.
Furthermore, our mathematical model suggested that the availability of ribosomes in the vi‐
ral life cycle is a crucial factor in disease outcome: the development of an acute or chronic
disease. Even though the host developed strategies to attack the virus, e.g., by degrading
the viral genome, blocking the viral protein production, and preventing viral spread, viruses
found strategies to countermeasure those so‐called host restriction factors derived from the
immune system. Our mathematical models predicted that DENV might be highly effective
in blocking the cell’s attempts to recognize the invader. Moreover, we found ongoing HCV
RNA replication even with highly effective antiviral drugs that block processes in the viral life
cycle. Furthermore, we found alternative pathways of infection spread, e.g., by HCV RNA
carrying exosomes, which may be a possible explanation for reported plasma HCV RNA at
the end of treatment, found in a subset of patients.

Hence, the mathematical models presented in this thesis provide valuable tools to study the
viral replication mechanism in detail. Even though being a simplification of reality, our model
predictions confirm and explain known and suggest novel biological mechanisms. In the pre‐
sented thesis, I will summarize and discuss key findings and contextualize model predictions
in the broader scientific literature to improve our understanding of the viral dynamics and
the virus‐host interplay.
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Zusammenfassung

Plusstrang RNA [(+)RNA] Viren gehören zu der größten Virengruppe. Sie sind medizinisch
höchst relevante Humanpathogene und eine starke Belastung für die Gesellschaft und
die Wirtschaft. Die derzeitige globale Severe Acute Respiratory Syndrome Coronavirus 2
(SARS‐CoV‐2)‐Pandemie zeigte, wie rasant sich ein Virus auf der Welt ausbreiten kann und
dass die Virusverbreitung ohne antivirale Behandlung alleinig vom menschlichen Verhalten
anhängig ist. Allerdings gibt es andere (+)RNAViren, wie zumBeispiel Rhino‐, Noro‐, Dengue‐
(DENV), Zika‐ und das Hepatitis C Virus (HCV), welche sich ständig verbreiten und ge‐
ografisch weiter ausbreiten. Wie im Falle von Hepatitis C brauchte es seit der Identifizierung
in den 1970ern mehr als 30 Jahre, um die Struktur, Genomorganisation, Lebenszyklus und
Virus‐Wirts‐Interaktion vom HCV zu verstehen, welches zu der Heilung einer chronischen
und lebensbedrohlichen Krankheit geführt hat. Für die meisten (+)RNA Viren gibt es jedoch
keinen Impfstoff oder medikamentöse Behandlung. Eine genaue und umfangreiche Analyse
der Viren, ihrer Lebenszyklen und parasitäre Interaktion mit demWirt ist daher ein wichtiger
Forschungsbereich.

In der von mir vorgestellten Dissertation wenden wir mathematische Modelle an, um die
Lebenszyklen von (+)RNA Viren zu studieren. Wir analysieren Replikationsmechanismen von
nahe verwandten (+)RNA Viren wie HCV, DENV und Coxsackievirus B3 (CVB3) und vergle‐
ichen deren Lebenszyklen in An‐ und Abwesenheit der Wirtsimmunantwort, antiviralen Be‐
handlungsmöglichkeiten und berücksichtigen verschiedene virale Verbreitungsmechanismen.
Zelluläre Wirtsfaktoren tragen zu Zellpermissivität und Replikationseffizienz in vielen viral
Lebenszyklen bei. Unsere mathematischen Modelle sagten vorher, dass Wirtsfaktoren, wie
zum Beispiel Ribosomen und damit die virale Fähigkeit, die zelluläre Translationsmaschinerie
zu übernehmen, eine wesentliche Funktion in der Replikationseffizienz des Virusgenoms an‐
nehmen. Außerdem zeigten unsereModelle, dass die Verfügbarkeit von Ribosomen im Leben‐
szyklus der Viren eine ausschlaggebende Rolle im Krankheitsausgang spielen kann: die En‐
twicklung einer akuten oder chronischen Erkrankung. Auch wenn der Wirt Strategien zur
Bekämpfung des Virus entwickelt hat, zum Beispiel durch Abbau des Virusgenoms, durch
die Blockierung der viralen Proteinproduktion und Verhinderung der Virusverbreitung, fan‐
den Viren Strategien, um diese vom Immunsystem produzierten inhibierendenWirtsfaktoren
entgegenzuwirken. Unsere entwickelten Modelle sagten vorher, dass DENV höchst effizient
den Versuch der Zelle, den Eindringling zu erkennen, blockiert. Außerdem fanden wir, dass
auch mit effektiven antiviralen Medikamenten, welche die Prozesse im viralen Lebenszyklus
blockieren, die HCV RNAReplikation nicht gestoppt wird. Wir fanden zudem eine alternative
Rute der Virusverbreitung, zum Beispiel durch Exosomen, die HCV RNA in sich tragen. Diese
könnten eine mögliche Erklärung für die berichtete Plasma HCV RNA zu Behandlungsende
bei einigen Patienten sein.

Die präsentierten mathematischen Modelle in meiner Dissertation bieten wertvolle
Werkzeuge, um die viralen Replikationsmechanismen im Detail zu studieren. Auch wenn
die vorgestellten Modelle die Realität stark vereinfachen, haben diese bekanntes Wissen
bestätigt und neue biologische Mechanismen vorhergesagt. In der von mir vorgelegten Dis‐
sertation werde ich die wichtigsten Ergebnisse zusammenfassen und diskutieren und unsere
Modellvorhersagen in die breitere wissenschaftliche Literatur kontextualisieren, um zum Ver‐
ständnis der Virusdynamiken und Virus‐Wirts‐Interaktionen beizutragen.
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INTRODUCTION 1

Plus‐strand RNA [(+)RNA] viruses are the largest group of viruses consisting of eight virus families
– Astro‐, Arteri‐, Calci‐, Corona‐, Hepe‐, Flavi‐, Picorna‐ and Togaviridae –, which differ in their
characteristics of viral genes, polyprotein(s), and viral envelope existence. One key feature of
(+)RNA viruses is the self‐initiation of translation; hence, the viral RNA (vRNA) genome serves as
messenger RNA (mRNA) and synthesizes one or more viral polyproteins, which are subsequently
cleaved into viral proteins [115].

(+)RNA viruses cause seasonal and non‐seasonal infections and caused multiple infectious dis‐
ease outbreaks in the past. For example, human rhinoviruses of the family Picornaviridae are re‐
sponsible for 40% of acute respiratory tract infections and cause annually one to three common
cold‐like infections per individual [115]. Re‐emerging viruses such as the Zika virus, a member of
the family Flaviviridae, caused a large outbreak in Brazil and other countries from 2015 to 2016,
withmore than 940,000 infections in The Americas alone from 2015 until today (as of April 2023)
[128, 51]. Newly emerging viruses have been an additional human health concern. For example,
the severe acute respiratory syndrome coronavirus 1 (SARS‐CoV‐1) caused an outbreak in 2003
in China with 8,098 infections and 774 deaths. Another example is the Middle East respiratory
syndrome coronavirus (MERS‐CoV), which has been causing infections in 27 countries, with the
largest outbreak in the United Arab Emirates, Saudi Arabia, and the Republic of Korea, with 2,494
infections and 858MERS‐related deaths since 2012 [177]. Since 2019, a new SARS‐coronavirus
strain (SARS‐CoV‐2) has been spreading around the globe. It has been responsible for more than
670 million confirmed coronavirus disease (COVID‐19) cases and more than 6.8 million deaths
(as of April 2023) [38, 169]. Coronaviruses are zoonotic viruses, having their natural reservoir
in animals, and were passed from animals to humans; civet cats and raccoon dogs in the case
of SARS‐CoV‐1 [23] or dromedary camels in the case of MERS‐CoV [8]. The zoonotic origin of
SARS‐CoV‐2 is yet not fully understood. However, pangolins and bats are speculated to be the
origin of animal‐to‐human transmission [34, 174].

Those annual virus infections and new or re‐emerging outbreaks have been a health concern in
the past and may represent a human health threat in the future due to increasing globalization,
air travel, and climate change. Three representatives of (+)RNA viruses were of significant inter‐
est for this thesis, namely hepatitis C virus (HCV), dengue virus (DENV), and coxsackievirus B3
(CVB3).
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1. INTRODUCTION

Hepatitis C virus: HCV is one of the best‐studied (+)RNA viruses belonging to the family Flaviviri‐
dae and genus Hepacivirus. HCV is transmitted through blood, e.g., HCV‐contaminated blood
transfusion or insufficient sterilized or unsterilized and re‐used injection devices in health care.
Moreover, 23% of new HCV infections are caused by drug use, while tattooing, body piercing,
and sexual transmission may also occur less frequently [127]. Once infected, the blood‐borne
HCV usually causes asymptomatic acute hepatitis C. If untreated, it may develop into a chronic
disease with life‐threatening liver cirrhosis and, ultimately, hepatocellular carcinoma. It is esti‐
mated that 15 – 45% of HCV‐positive patients clear the infection spontaneously without treat‐
ment, while 55 – 85% of untreated HCV‐positive patients develop chronic disease. In 2015, 1%
of the world population (71 million) was living with chronic hepatitis C, with 1.75 million new
infections. With the development of direct‐acting antivirals (DAA), hepatitis C can be cured in
more than 95% of cases [127, 133, 130].

Dengue virus: DENV is a rapidly spreading mosquito‐borne virus belonging to the Flaviviridae
family with the Flavivirus genus. Within the past 50 years, the dengue incidence has increased
30‐fold, with approximately 50 – 100 million dengue infections annually. Infection with DENV
causes a flu‐like acute disease but is occasionally associated with severe dengue symptoms such
as dengue hemorrhagic fever (DHF) or dengue shock syndrome (DSS). The fatality rate of dengue
infections is between 1% and 5% but with proper treatment below 1% [145]. Once the infection
is cleared, it provides a serotype‐specific, lifelong immunization. Subsequent infections with
another serotype, however, may then result in severe dengue disease. Treatment options are
limited to symptomatic ailment. No antiviral treatment is available against DENV, and a recently
approved vaccine showed only limited efficacy [126].

Coxsackievirus B3: CVB3 of the family Picornavirus and genus Enterovirus is transmitted from
human to human. Due to fecal‐oral transmission, symptoms are often flu‐like, associated with
fever, sore throat, and gastroenteritis. However, CVB3 also targets cardiac tissue and is the
leading cause of viral myocarditis. However, CVB3 may also replicate in pancreas cells leading to
pancreatitis and diabetes‐like diseases [138]. Acute infection with the mainly cardiotropic CVB3
leads to viral myocarditis, pericarditis, and – in the worst case – sudden death. Furthermore, a
CVB3 infection may persist and possesses the ability to develop chronic heart failure [53, 147].
There is no antiviral treatment available for a CVB3 infection [53].

Despite being related, with variations in their key features, such as transmission routes, cellular
tropism, and clinical manifestations, (+)RNA viruses share remarkable similarities in their viral
replication mechanisms. For example, following virus internalization with subsequent genome
release into a susceptible cell, the viral RNA genome serves as mRNA, which is translated into
a polyprotein that is co‐ and post‐transitionally cleaved into viral proteins. A subset of viral
proteins initiate intracellular membrane rearrangements and form replication organelles (ROs)
which serve as a protective and favorable environment for viral RNAamplification. ThoseROs are
the hallmark of the (+)RNA virus life cycle, contain high concentrations of components necessary
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for viral RNA synthesis, and hide viral genomes from potential intracellular immune recognition
and degradation [157, 115].

Experimentally, studying the viral life cycle in detail and quantifying intracellular processes is
challenging; e.g., the need for a reliable in vitro cell culture system is one of many hurdles [105].
Especially the quantitative characterization and comparison of the life cycles of different (+)RNA
viruses may not yet be experimentally feasible. Therefore, we aimed to quantify pan‐viral similar‐
ities, identify components the viruses critically depend on, and evaluate possible broad‐spectrum
treatment strategies. Mathematical modeling and systems biology are helpful tools to study and
quantify the virus‐host interplay and may contribute to understanding the circumstances leading
to viral clearance, i.e., cure or complications.

Early mathematical models based on the growth of one population, simplified interactions of two
populations, or one single biochemical process [83, 179, 93], e.g., the famous enzyme kinetics
equation published by Leonor Michaelis and Maud Leonora Menten in 1913 [83]. Considering
the experimental and computational limitations at that time, the field of mathematical biology
developed into a considerable part of medical and political decision‐making more than 100 years
later during the global pandemic of COVID‐19. The most prominent model that studies viral dy‐
namics is the target cell limitedmodel. This simple population‐basedmodel has been successfully
applied to a plethora of viruses such as HCV, human immunodeficiency virus (HIV), Zika, dengue,
ebola, and influenza A virus [188].

However, modeling the intracellular life cycle of viruses in detail remains an exception, and the
knowledge about intracellular viral kinetics is limited [188]. Therefore, we dedicated our research
to contribute to the understanding of intracellular viral dynamics. Our main questions addressed
pan‐viral similarities and virus‐specific differences in the life cycles of selected (+)RNA viruses, as
well as the dependency of viruses on cellular co‐factors determining or restricting viral replication
efficiency. We were further interested in perturbations of the viral life cycles by the immune
response and antiviral drug intervention, with a particular interest in studying the feasibility of
broad‐spectrum antiviral treatment strategies.

Following this introduction, I present a biological background in chapter 2, including virus struc‐
ture and genome organization, a detailed description of the (+)RNA virus life cycle and involved
host cell dependency or restriction factors, as well as the immune response to viral infection
and antiviral treatment strategies. Subsequently, I will give a short overview of modeling tech‐
niques in chapter 3. In chapters 4 and 5, I will present and discuss our key findings and model
predictions, followed by a conclusion in chapter 6.
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BIOLOGICAL BACKGROUND 2

2.1 Virus structure and genome organization

The particles of (+)RNA viruses are 30 to 180 nm in diameter and may be categorized by the
existence of a viral envelope (non‐enveloped are 28 – 39 nm versus enveloped 40 – 180 nm in
diameter). While Flavi‐, Toga‐, Arteri‐, and Coronaviridae are enveloped, members of the Picorna‐,
Astro‐, Calci‐, andHepeviridae families do not possess a viral envelope. The viral envelope is a lipid‐
bilayer membrane – derived from the host cell membrane – and contains membrane proteins
and glycoproteins responsible for viral attachment to a susceptible cell (Figure 2.1). Regardless
of a viral envelope, all viruses possess a protein coat, the nucleocapsid, that protects the vRNA
genome and viral proteins. However, non‐enveloped viruses attach to a susceptible cell with
proteins in the nucleocapsid [47, 115, 49].

The genome of (+)RNA viruses is single‐stranded RNA of positive polarity that is ribosome ready
and, thus, possesses the same polarity as mRNA. The vRNA genome is 6,800 to 32,000 nu‐
cleotides long and possesses one or more coding regions or open reading frames (ORF) for all vi‐
ral proteins. Additionally, (+)RNA viruses are categorized by possessing a 5’‐cap structure, which
functions similarly to eucaryotic mRNA as a ribosomal binding site. However, Picornaviridae and
some Flaviviridae do not possess the 5’‐cap; rather than an internal ribosomal entry site (IRES)
that serves the same functionality independent of the 5’‐cap structure. Mutations in IRES in‐
fluence the ability to get translated and determine infectivity and the ability to replicate. The
viral genome consists of non‐structural and structural proteins; and accessory proteins, as in the
case of Coronaviridae. Non‐structural (NS) proteins have various tasks in the virus life cycle, e.g.,
polyprotein cleavage (enzymatic activity), intracellular membrane rearrangements, and the viral
genome synthesis mediated by the RNA‐dependent RNA polymerase. Structural proteins are
packaged together with the viral genome into virions, forming the capsid and the envelope (if
existing). The accessory proteins are not necessary for replication but virus‐host interactions
and infectivity. However, their functions are mostly unknown [47, 115, 49].
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2. BIOLOGICAL BACKGROUND

Figure 2.1: Schematic structure of an enveloped and non‐enveloped virus, a capped and non‐capped viral
genome consisting of one open reading frame, and the HCV genome organization coding for structural and
non‐structural proteins with its primary functions.

2.2 Plus‐strand RNA virus life cycle

Despite their varying clinical manifestation, (+)RNA viruses share similarities in their viral repli‐
cation strategy. The (+)RNA virus life cycle can be summarized in eight main steps: (1) Viral
attachment to surface receptors of a susceptible cell, (2) internalization of the virus, (3) fusion
of the viral and host cell membrane leading to the release of the viral genome, (4) translation
of vRNA into one or more polyprotein(s) that are subsequently cleaved into viral proteins, (5)
formation of ROs and vRNA replication within the ROs, (6) assembly of viral proteins and the
viral genome to virions, (7) maturation of the virions, and subsequent (8) secretion of the newly
produced virus (Figure 2.2) [115].

Attachment: The virus attaches to the surface receptors of a susceptible cell. The virus uses
different host cell receptors for entry depending on the host cell tropism and the viral surface
proteins. In the case of HCV, envelope glycoproteins (E1 and E2), apolipoproteins (apoE and
apoC), and other viral surface proteins bind to CD81 and scavenger receptor class B member 1
(SR‐B1) at hepatocytes [151, 109]. All picornaviruses use host cell receptors of the immunoglob‐
ulin superfamily for entry. For example, CVB3 uses the coxsackievirus adenovirus receptor (CAR)
and co‐receptor CD55 (also known as decay accelerating factor). The latter receptor protects
cells from lysis by the immune system, such as the complement system [115, 53]. In the case
of DENV, several receptor candidates have been found to mediate virus entry, such as hep‐
aran sulfate, the adhesion molecule of dendritic cells (DC‐SIGN), and the mannose receptor of
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2.2. Plus‐strand RNA virus life cycle

macrophages. However, a specific receptor has not been identified [33]. Interestingly, DENV
may use a second way of host cell attachment: virus‐specific antibodies and non‐neutralizing
cross‐reacting immunoglobulins. In the presence of antibodies and immunoglobulins, antibodies
bind to virus‐serotype‐specific epitopes or the DENV envelope (E) protein of other serotypes.
While virus‐serotype‐specific binding leads to viral degradation, the binding to other serotypes
leads to viral infection; the Fc portion of immunoglobulins may mediate viral entry and infection
in Fcγ receptor‐expressing cells, e.g., monocytes and macrophages [115, 180].

Internalization: The subsequent virus internalization is mediated by the tight‐junction factors
claudin‐1, occludin, and possibly other molecules, such as claudin‐6 and ‐9, and the epidermal
growth factor receptor (EGFR) and results in clathrin‐dependent endocytosis as in the case of
HCV [151, 109]. The internalization of DENV depends on the cell type, DENV serotype, and
virus strain. DENV uses clathrin‐dependent pathways for internalization in most cell lines, such
as A549, Huh7, and HeLa cells. However, non‐classical dynamin‐dependent endocytosis, inde‐
pendent of clathrin and lipid rafts, has also been described as in the case of the Vero cell line
[33]. While CVB3 internalizes via clathrin‐dependent endocytosis, the dynamin dependence for
CVB3 may be strain‐specific [29, 74].

Fusion: The late virus uptake step is associated with viral and endosomal membrane fusion and
the release of the viral nucleocapsid into the cytosol. ATP‐dependent proton pumps are com‐
mon to HCV, DENV, and CVB3, anchored in the endosome membrane, and mediate acidification
within the endosome. However, little is known about the uncoating process that leads to the viral
genome release into the cytoplasm [115]. In DENV, it has been found that upon internalization,
uncoating is mediated by a ubiquitination process, which inhibition leads to protected vRNA
within the endosome, suggesting that ubiquitination is a crucial step [20]. For picornaviruses,
however, the uncoating process has been heavily studied. The viral capsid undergoes structural
rearrangement leading to the formation of pores that serve as releasing points of the viral RNA
genome into the cytoplasm [115].

vRNA translation: The following step is associated with protein translation and polyprotein syn‐
thesis. Compared to cellular mRNA, the viral (+)RNA genome of Flaviviridae and Picornaviridae is
not capped, which is crucial for correct ribosome binding. Nonetheless, the viral RNA genome
possesses an IRES structure that serves as ribosome binding and translation initiation site. Upon
correct binding of the ribosomal units, the whole polyprotein is synthesized and co‐ and post‐
translational processed by viral and host proteases [115]. However, in the case of Coronaviridae,
the viral (+)RNA genome possesses a cap structure that serves as a ribosomal binding sites. Coro‐
naviruses possess at least six ORFs, which give rise to multiple polyproteins [139]. For example,
SARS‐CoV‐1 has two large ORFs for the non‐structural viral proteins involved in replication and
several small ORFs for structural proteins associated with virus assembly and accessory proteins,
which are unnecessary for replication but virus‐host interaction like immune system modulation
[104]. Polyprotein synthesis is associated with ribosomal frameshifts, skipping the stop codons,
and synthesizing all proteins [115].
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2. BIOLOGICAL BACKGROUND

vRNA replication: As soon as the non‐structural proteins are available, intracellular remodeling
events are initiated to establish ROs and, thus, a favorable environment for vRNA synthesis and
replication (see BOX 1 for more details). Within the ROs, the viral (+)RNA genome is synthesized
into multiple copies mediated by the RNA‐dependent RNA polymerase, which is probably the
most essential non‐structural viral protein. The viral (+)RNA genome is used for complementary
negative‐strand synthesis to generate an intermediate double‐strand RNA molecule that serves
as a template to produce multiple copies of the viral (+)RNA genome. As in the case of Picor‐
naviridae, five to eight (+)RNA copies are synthesized from one (‐)RNA molecule leading to an
average amount of 5 to 10% of (‐)RNA molecules of the total intracellular vRNA amount. The
newly synthesized (+)RNA molecules can either be used for vRNA translation in the cytoplasm
or virus packaging [115].

BOX 1: REPLICATION ORGANELLES

(+)RNA viruses remodel the architecture of an infected cell by forming replication organelles, which
serve as a favorable environment with high concentrations of viral RNA, proteins, and nucleotides
for efficient viral genome replication. Derived from host membranes, such as the rough endoplas‐
mic reticulum (rER) and Golgi (or peroxisomes, endosomes, mitochondria, plasma membrane), ROs
represent a barrier to the cytosol and shield viral components from degradation and the host’s
immune response [157]. However, within the group of (+)RNA viruses, two distinct, evolutionary
conserved classes of ROs have been found: invagination/spherule‐type and protrusion‐type vesi‐
cles such as single, double, and multi‐membrane vesicles (SMV/DMV/MMV) and multi‐membrane
tubes, which appear in a time‐dependent manner [120, 15]. It is believed that in the case of invagi‐
nations, viral genome replication occurs on the inner membrane surface within the RO connected
with the cytosol through a pore that exchanges nucleotides and newly synthesized vRNA [15]. In
DENV and Zika virus, the vRNA genome replicates in invaginated vesicles, derived from the rER,
and is transported to the opposite side of the pore, where the virions bud. However, the protrusion‐
type ROs carry their replicationmachinery on the external membrane surface, thus facing the cyto‐
plasm [15]. Multiple ROs form a tight membranous web, which is further associated with the sites
of virion assembly, as in the case of HCV [65]. Especially in the case of Picornaviruses, e.g., po‐
liovirus or CVB3, different RO structures occur at different time points: 2‐3 hours post‐infection
(hpi) tubular SMVs probably derived from the Golgi dominate, four hpi DMV occur, and with an
increasing number of DMVs, SMVs disappear [65].

Assembly: The production of infectious viruses includes correct virus packaging and maturation
for successful infectivity spread. The self‐assembly process starts as soon as sufficient structural
proteins and vRNA are available. Viral capsid proteins shell around the nucleocapsid, forming
the capsomere, while cell membrane and glycoproteins form the envelope. For example, in non‐
enveloped enteroviruses of the family Picornaviridae, the three structural proteins VP0, VP1, and
VP3 form a promoter, five promoters form a pentamer, and 12 pentamers assemble to the capsid.
The structural proteins assemble around the viral genome, or the capsid is genome‐free, and the
viral genome is inserted, resulting in the nucleocapsid [156]. As in the case of Flaviviridae, virus
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2.2. Plus‐strand RNA virus life cycle

Figure 2.2: Schematic illustration of the plus‐strand RNA virus life cycle as an example of an enveloped virus.
(1) The plus‐strand RNA virus attaches to the surface of a susceptible cell. (2 – 3) The virus internalizes and
releases its genome into the cytoplasm. (4) The viral genome is translated into a polyprotein that is cleaved into
viral proteins. (5) A subset of viral proteins mediates the formation of replication organelles (RO) derived from
the rough endoplasmic reticulum (rER). Within replication organelles, the viral genome is replicated. (6 – 8) The
newly synthesized viral genome is packaged into virions that mature and are released from the cell. Electron
tomography and 3D reconstructions for double membrane and invaginated vesicles are shown as examples of
replication organelles (RO) (taken from [25]).

assembly occurs close to the membrane of the rER and, thus, close to ROs [49, 47, 95]. As an
enveloped virus, HCV recruits structural proteins, such as the Core protein, to sites of cytosolic
lipid droplets. The Core proteins coat the lipid droplet surface and encapsidate the viral genome.

Maturation: Newly packaged virions are non‐infectious and mature into infectious virus parti‐
cles by rearrangement and cleavage processes of the capsid. In DENV, the E proteins are glycosy‐
lated, and the enzyme furin mediates PrM into M protein cleavage, which is associated with the
transport through the Golgi apparatus. E and PrM dissolve, and E forms heterodimers leading to
mature virus particles. In enteroviruses, VP0 is a precursor protein that is cleaved into VP2 and
VP4 to mature into the infectious virus [115, 49]. In HCV, virions assemble on the ER membrane
but mature within the ER lumen, where the virus receives its envelope, glycoproteins (E1 and
E2), and apoE, increasing HCV infectivity [95].

Secretion: In the case of Flaviviridae, the mature virus particles fuse with the cytoplasmic mem‐
brane and release the virus [115]. Picornaviridae release virions by cell lysis [53]. However, it
becomes increasingly evident that virions are released pre‐lytic as extracellular vesicles [171].
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2.3 Host factors

Successful viral infection depends on the viral ability to actively reprogram and gain control over
the host cell in order to support viral replication and escape the host’s control mechanisms, which
suppresses efficient viral replication. Due to the limiting viral coding capacity, viruses hijack
cellular components such asmembranes, proteins, lipids, andmetabolites – so‐called host factors
– for their benefit.

Host factors are essential for all steps in the (+)RNA life cycle [118]. For example, hundreds of
host factors have been identified as being involved in the life cycles of HCV [143, 98, 99] and
DENV [108, 62, 6] (see BOX 2 for host factor identification techniques). Those host dependency
factors may interact with proteins of all cellular processes and pathways, such as cell cycle, lipid
metabolism, stress response, mRNA translation, and apoptosis [143]. Knocking down or out a
particular host dependency factor that positively regulates the viral life cycle may shut down the
viral replication machinery and represent a potential treatment strategy. Nevertheless, the host
induces host restriction factors such as immune system compounds, which inhibit various pro‐
cesses in the viral life cycle. For example, C19orf66 is an interferon‐stimulated gene (ISG) that
restricts the HCV replication by interfering with the membranous web [91], or viperin (also an
ISG) has antiviral properties in – among others – HCV, DENV, West Nile virus, HIV, chikungunya
virus, and Zika virus [69, 36]. Interestingly, several host restriction factors have been identified
that balance the viral life cycle; a knockdown shifts the viral life cycle from, e.g., vRNA trans‐
lation to replication or from viral replication to virus particle production [187]. For example, a
knockdown of YB‐1 has been shown to inhibit HCV RNA replication and increases HCV parti‐
cle production [27, 26]. Therefore, silencing a particular host factor that blocks viral replication
completely without being cytotoxic or stimulating other processes in the viral life cycle may be
an interesting challenge for the future.

BOX 2: HOST FACTOR IDENTIFICATION TECHNIQUES

Numerous host factors have been identified regulating negatively or positively the viral life cy‐
cle by restricting or enhancing viral replication [2]. Inhibiting the host factor expression, e.g., by
RNA interference (RNAi), allows grouping these host factors into those functional categories: host
dependency factors (positive regulators) or restriction factors (negative regulators). RNAi is also
known as post‐transcriptional gene silencing. It uses small interfering RNAs (siRNAs) or small
non‐coding micro RNAs (miRNAs) with a 21 to 25 RNA nucleotide length that target mRNA for
degradation and thus silencing or knocking down the target gene transiently [64, 18]. However, a
complete gene knockout may be achieved by CRISPR‐Cas9 (clustered regularly interspaced short
palindromic repeats‐CRISPR‐associated protein 9) that modifies the target sequence in the nu‐
cleus [11]. Since its gene editing application in 2012 [82], CRISPR‐Cas9 has grown in popularity
as a promising tool to cure various diseases, such as sickle cell disease [52]. It has been further
proposed to eliminate the integrated HIV‐1 genome in infected CD4+ T cells [85].
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2.4. Immune response to viral infection

2.4 Immune response to viral infection

The course of a viral infection can have life‐threatening consequences for the host and is mainly
determined by the virus‐host‐interplay: the efficiency of the immune system and the virus’ ability
to countermeasure the immune response. The immune defense is initiated almost immediately
and becomes more and more complex and intense by recruiting many cells to fight the invader.
Thus, resisting the viral invader quickly and efficiently is crucial. However, the strength of the
immune response must also be critically controlled. Otherwise, cellular damage or, in the worst
case, host death may be the result. Nevertheless, successful viruses developed strategies to
countermeasure the immune response, resulting in an immune defense versus virus offense sit‐
uation (Figure 2.3) [56, 49].

The virus meets the host: The host’s physical and chemical defense systems are pathogens’ pri‐
mary barrier. For example, commensal microorganisms on dead skin cells inactivate pathogens
by producing acids and inhibitors [57]. Cuts and punctuations expose living cells and represent
entry sites of pathogens into the host [49]. For example, it has been shown that SARS‐CoV‐2
survives on human skin for about 9 hours, while the influenza A virus remains intact for about
2 hours. However, mechanical and chemical skin cleaning with ethanol killed both viruses after
about 15 seconds [72]. Plus‐strand RNA viruses use different transmission routes to enter a host,
e.g., air droplets (rhinovirus, SARS‐CoV‐1 and ‐2), fecal‐oral (polio, hepatitis A and E virus), sexual
(hepatitis B and C virus), or vector‐borne transmission (dengue, Zika, West Nil, and yellow fever
virus) [28]. Once the virus encounters a susceptible cell, the first hours are crucial and dictate
disease outcome. The virus needs to be recognized and eliminated quickly.

Recognition of the invader: Following the successful invasion of the host, so‐called pathogen‐
associated molecular patterns (PAMPs), e.g., viral genome or proteins, are recognized by pattern
recognition receptors (PRRs) of the innate immune response (IIR) such as the membrane‐bound
toll‐like receptors (TLR). The ten human TLR family members are expressed on the extracellular
cell membrane (TLR1, ‐2, ‐4, ‐5, ‐6, and ‐10) and in intracellular components such as endosomes
(TLR3, ‐7, ‐8, and ‐9) [39]. Especially TLR2, ‐3, ‐4, ‐7, and ‐8 are key receptors in recognizing
components of RNA viruses, e.g., single‐stranded RNA (ssRNA), double‐stranded RNA (dsRNA),
mall‐interfering (siRNA), and viral proteins, while TLR9 detects unmethylated DNA with CpG
motifs of viral origin (Figure 2.4) [39, 136, 67, 165, 162, 56, 79]. However, the ligand and precise
role of TLR10 are yet unknown and remain to be determined [48].

Following virus detection, TLRs activate three signaling pathways: (1) mitogen‐activated protein
kinases (MAPKs), (2) interferon‐regulatory factors (IRFs, especially IRF3 and ‐7), and (3) nuclear
factor kappa‐light‐chain‐enhancer of activated B cells (NK‐κB). They initiate the induction of
interferons (IFN), the expression of pro‐inflammatory genes, and genes that activate the adaptive
immune response (AIR) [67, 79].

Once the virus enters the cell, intracellular receptors recognize viral ssRNA and dsRNA, e.g.,
RIG‐I‐like receptors (RLRs), which are expressed by most human cells. The three RLR members
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2. BIOLOGICAL BACKGROUND

Figure 2.3: Simplified illustration of the integration of immune response systems consisting of pathogen recog‐
nition, innate, and adaptive immune response. Successful virus detection results in cytokine production and se‐
cretion that activates immune components and recruits immune cells aiming to control and clear the infection—
failure of virus recognition results in an immune response absence (adapted from [49]).

are retinoic acid‐induced gene I product (RIG‐I), melanoma differentiation‐associated antigen 5
(MDA5), and laboratory of genetics and physiology 2 (LGP2). While RIG‐I recognizes viral dsRNA,
5’triphosphate ssRNA, and stem‐loop structures (such as the HCV IRES element), MDA5 detects
long dsRNA (> 2kbp). Those RNA motifs are usually not present in uninfected cells and thus dis‐
criminate self (e.g., mRNA) from non‐self RNA (vRNA). Furthermore, vRNA is usually uncapped,
while self‐RNA is capped with a 5’‐7‐methylguanosine cap that underlies 2’O‐methylation. Thus,
vRNA without 2’O‐methylation is sensed and inhibited by ISGs (e.g., IFIT1) [76].

RIG‐I and MDA5 activate the mitochondrial antiviral signaling protein (MAVS) located at the mi‐
tochondrial membrane, down streaming the signal to IRFs and NF‐κB, resulting in the production
of pro‐inflammatory cytokines and IFN [67]. Unlike RIG‐I and MDA5, LGP2 is not a PRR. How‐
ever, its precise function is controversial. Most recent studies found that LPG2 may facilitate
MDA5 recognition and, thus, may be a positive regulator of the IFN signaling pathway [66].

However, this first step of virus recognition is crucial since, without recognizing pathogens, there
will be no immune response; the invader can reproduce itself, damage cells and organs, release
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substances toxic to the host, and may lead to host death.

Intrinsic or single‐cell defense: If virus replication continues, cytokines released from infected
cells activate a local and global immune response. Cytokines are regulatory proteins promoting
the production, activation, differentiation, and regulation of immune cells and constitute, among
others, interleukins (IL), IFN, and tumor necrosis factors (TNF) [176, 49, 167]. Pro‐inflammatory
and anti‐inflammatory cytokines and chemokines are crucial in regulating the immune response.
Pro‐inflammatory cytokines (e.g., IL‐4, IL‐6, and ‐9) promote B and T cell activation, differen‐
tiation, and growth. Anti‐inflammatory cytokines inhibit the production of pro‐inflammatory
cytokines (e.g., IL‐13), inhibit antibody synthesis (e.g., IL‐14), or stimulate cell survival and pro‐
liferation (e.g., IL‐22). Chemokines recruit immune cells to infection sites (e.g., IL‐8). Especially
IFNs are crucial in viral infections, inhibiting the replication of viruses and inducing an antiviral
state in uninfected cells carrying IFN receptors (IFN‐R) (see BOX 3 for a description of IFN types
and their antiviral activity) [176, 49, 167].

BOX 3: TYPES OF IFN

There are three classes of IFN: type I IFN (IFN‐α/β), type II IFN (IFN‐γ), and type III IFN (IFN‐λ),
which induce the expression of ISGs. While type I and III IFN are produced from virtually all cells in
the human body via PRR stimulation (TLRs, RLRs, and NLRs), type II IFN is mainly produced from
T cells, natural killer cells, and macrophages [111, 160]. Type I and III IFN show a broad antiviral
activity on infected and uninfected cells, stimulating the IIR and AIR. Type II IFN shows antiviral
and immunomodulatory activity [160]. Many of the signaling pathways of type I and III IFN are
similar. However, while type I IFN is induced by MAVS located at the mitochondrial membrane,
type III IFN is preferentially induced by MAVS located at peroxisomes and Ku70 (a cytosolic DNA
sensor) [94]. Furthermore, the effector cells of type III IFN are mainly epithelial cells such as cells
of the liver, respiratory tract, and gastrointestinal tract [94]. Especially in human hepatocytes, it
has been shown that HCV‐infected cells induce rather IFN‐λ (type III IFN) more than type I IFN
and may be the key to HCV recognition in hepatocytes through peroxisome‐associated MAVS.
Furthermore, a single nucleotide polymorphism (SNP) of an IFN‐λ subgroup (IFN‐λ‐4) seems to
have beneficial effects on HCV clearance and disease outcome [78, 94, 40]. However, a different
SNP in IFN‐λ4 ∆G seems to be connected with the development of chronic and persisting HCV
[40]. Interestingly, early treatment with IFN‐α in HCV patients showed only a limited response,
similar to the IIR‐produced type I IFN, which suggests an HCV resistance to the IFN system or an
immune system tolerance to HCV [40].

Extracellular receptor binding of IFN activates the JAK/STAT (Janus kinase/signal transducer
and transcription activator) pathway, which transmits the signal via activating STAT proteins and
IRF‐9 to the nucleus and results in the expression of ISGs (Figure 2.4). ISGs have broad‐spectrum
antiviral activity and act on different steps in the viral life cycle. For example, by inhibiting viral
entry/fusion (IFITM1 and IFITM3), blocking IRES‐mediated vRNA translation (ISG56), degrading
intracellular RNA (RNase L that OAS1 and OAS2 activate), or restricting the formation of ROs
(C19orf66) [40, 121, 170, 91]. ISGs in dendritic cells (DCs) and macrophages (so‐called sentinel
cells) directly affect T and B cell activation to control the AIR and clear the virus [121].
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Figure 2.4: Extracellular and intracellular virus recognition and its components, e.g., ssRNA, dsRNA, siRNA, and
DNA with CpG motifs, mediated by TLRs and signaling pathways, such as RIG‐I, MAVS, and MDA5. Successful
recognition results in the production of IFN and other cytokines, e.g., IL‐6 and TNF‐α, which recruit, activate,
and regulate cells of the innate and adaptive immune response. Extracellular IFN binding to the IFN‐receptor
(IFN‐R) activates the JAK/STAT pathway resulting in the expression of ISGs, e.g., OAS or IFIT, inhibiting steps in
the viral life cycle.

However, since the virus uses host cell resources and remodels intracellular components for
its translation, transcription, and replication, the infected cell responds to this type of cellular
stress by apoptosis (programmed cell suicide) or autophagy (programmed self‐eating). These self‐
destruction processes can be induced by cell surface receptor binding, cell membrane alterations
and damage, virus‐induced host translation shut‐off, nutrient deprivation, as well as degradation
of DNA, cell cycle interruption, and gene expression alteration [184, 49]. DCs can also trigger
apoptosis in uninfected cells surrounded by infected cells by producing cytokines (e.g., TNFα)
[49]. However, suppose the intrinsic steps in immune defense do not stop viral replication and
spread. In that case, the global immune defense system turns to amore aggressiveway of fighting
the invader: the IIR and AIR.

Innate immune response: The IIR is non‐specific and rapid but also damaging. It comprises
cytokines, DCs and macrophages, the complement system, natural killer (NK), and other white
blood cells. DC and macrophages classify the pathogen, induce a local intrinsic response by
producing cytokines (IFN) and communicate with AIR cells. Thus, these cells act as a bridge or
mediator between IIR and AIR.
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DCs exist in two states: immature and mature DCs. Immature DCs carry TLRs and RLRs (RIG‐I
and MDA5) and, thus, release cytokines in order to trigger the intrinsic immune defense system.
Moreover, they endocytose dead cell debris, virus, or viral proteins and process the internalized
debris that migrates to the cell surface where it is presented. Mature DCs migrate to the lymph
node, present the antigens and stimulate AIR cells. The pro‐inflammatory cytokines released
from mature DCs dictate the type of AIR, for example, whether a bacterial or viral infection
causes the infection. Consequently, the AIR must prepare for a bacterial or viral immune de‐
fense [49]. Thus, as professional antigen‐presenting cells, DCs dictate the immune response and
infection outcome.

NK cells recognize infected cells andmediate infected cell killing. The self‐nonself‐discrimination
is based on the major compatibility complex (MHC) receptor (so‐called self‐antigens); the pres‐
ence of MHC blocks the killing activation, while a missing or altered MHC activates the killing
process [49]. Furthermore, NK cells release cytokines (e.g., IFN and TNFα), contribute to local
inflammation, promote DC maturation and stimulate AIR cells by releasing chemokines. The
critical function of NK cells is mediated by IFN‐γ production, which triggers a T helper cell 1
(TH1) inflammatory response. IFN‐γ activates an antiviral response in the liver that inhibits viral
replication but without killing infected hepatocytes, thus promoting cell survival [40].

Another component of the IIR, the complement system, initiates a broad‐spectrum antiviral de‐
fense. Complement components are to 90% produced by hepatocytes. They polymerize and
build pores in the virus envelope, disrupting the virus. Furthermore, complement proteins bind
to the virus surface and coat the virus particle, which is recognized and destroyed by immune cells
(so‐called opsonization). Additionally, complement proteins stimulate inflammation, enhance the
immune response, and clear immune (antibody‐antigen) complexes [136, 44, 49, 170].

Adaptive immune response: The highly specific AIR differentiates infected from uninfected cells.
It consists of the humoral responsemediated by antibodies (B cell‐derived) and the cell‐mediated
responsemediated by plasma lymphocytes (NK, T, and B cells). B and T cells are both produced in
the bone marrow. However, T cells migrate to the thymus, where they mature. The maturation
process is selective and ensures that only T cells interacting appropriately with surfacemolecules
via the T cell receptor get selected. In contrast, T cells that recognize self‐peptides are killed [49].

Amature DC presents an antigen in the lymph node that triggers the differentiation of T cells into
cytotoxic T lymphocytes (CTL), which kill infected cells, T helper (TH) cells, which stimulate an‐
tibody production, T memory cells, that respond when encountered with a known pathogen, or
regulatory T cells, which control and shut down the T cell response. T cells are differentiated by
their surface proteins: TH cells (CD4+) and CTL (CD8+). Depending on the type of pathogen, TH
cells differentiate into TH1 or TH2 cells, which secrete different cytokines and stimulate differ‐
ent functions. Viral infections induce the production of the cytokine IL‐12, which differentiates
immature TH cells into TH1 cells and stimulates the secretion of IFN and pro‐inflammatory cy‐
tokines. In contrast, bacterial infections induce the production of IL‐4 (as well as IL‐18 and IL‐27
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[40]), which differentiates immature TH cells into TH2 cells and stimulates an antibody response.
Nevertheless, TH2 is critical for controlling the infection and clearing the vast amount of virus
particles from the blood [175].

Similar to DCs, B cells are also antigen‐presenting cells. Following antigen encountering in the
lymph node, B cells present the antigen viaMHC to TH2 cells promoting a TH2‐B‐cell interaction
resulting in B cell differentiation and antibody synthesis [49]. Antibodies – the immunoglobulins
IgG, IgA, and IgM – are directed against viral epitopes such as structural and non‐structural pro‐
teins. IgG remains detectable for years due to the B cell memory [49]. Only a small fraction of the
antibodies neutralize, inhibiting the early steps in the viral life cycle [68, 163]. The mechanism
of neutralizing antibodies is binding and blocking viral surface receptors and thus preventing en‐
try or binding and interfering with the structural changes necessary for viral entry (see BOX 4
for an example of antibody‐mediated disease progression). Additionally, the AIR has a memory
function that responds when encountered with a known pathogen with a strong response that
stops the infection. Both B and T cells constitute the immunological memory. B‐cell‐derived
antibodies bind to virus particles, and T cells actively recognize and destroy infected cells.

BOX 4: ANTIBODY‐DEPENDENT ENHANCEMENT

The presence of virus‐specific antibodies is not always beneficial. A serotypicDENV infection leads
to a serotypic long‐term immunity and a heterotypic immunity for a short time [60]. Pre‐existing
antibodies that have been passively or actively acquired during a primary acute dengue infection
can cause a so‐called antibody‐dependent enhancement (ADE), leading to more severe forms of
dengue, such as DHF or DSS. First described by Halstead and O’Rourke in 1977 [63], ADE “may be
a special case of the opsonization phenomenon [with] non‐neutralizing antibodies providing a spe‐
cific molecular ‘ride’ for an infectious dengue virion into the interior of a receptive phagocytic cell.”
More specifically, DENV binds to the Fc Receptor on susceptible cells facilitated by antibodies,
resulting in a higher chance of cell entry and, thus, more infected virus‐producing cells. However,
alterations to the intrinsic cell response have also been described [114], primarily the suppres‐
sion of type I IFN and pro‐inflammatory cytokine production by an up‐regulation of RIG‐I/MDA‐5
signaling pathway inhibitors [24, 168]. The antibody‐mediated entry via the Fc receptor may de‐
crease the expression of TLR3, ‐4, ‐7, and TLR signaling molecules (activating signaling pathway
antagonists), leading to decreased IFN‐β production. This has also been shown in DHF patients
showing suppression of mentioned TLRs (TLR3, ‐4, and ‐7) [114]. However, ADE seems to be a
unique condition among viral infections and is not universal across all DENV secondary infections
and may be mainly determined by a certain antibody‐virus ratio [149, 182, 60].

2.5 Antiviral treatment

Direct‐acting antiviral agents: The cure of HCV, and thus a potentially life‐threatening and
chronic disease, has an almost 30‐year history. In 1989, 13 years after the discovery of the once
referred to as non‐A‐non‐B‐hepatitis virus, the first treatment strategy comprised an IFN‐based
therapy, which became the backbone of hepatitis C treatment. Having significant side effects,
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the sustained virologic response (SVR) was only 10 – 25%. The SVR is defined as the absence (or
undetectable) of HCV RNA 3 to 6 months post‐treatment cessation [158]. A slightly higher SVR
rate of 38% was achieved by combining IFN and ribavirin in 1998. Ribavirin is a nucleoside ana‐
log with broad‐spectrum antiviral activity, which inhibits the RNA‐dependent RNA polymerase
and leads to RNA mutagenesis and, thus, unfit virus strains [164]. With pegylated IFN (peg‐
IFN), which constitutes a higher half‐life and better pharmacokinetics, SVR rates of 55% were
achieved in combination with ribavirin in 2001. However, the introduction of first‐generation
direct‐acting antivirals (DAA) in 2011, such as the HCV NS3/4A protease inhibitors telaprevir
and boceprevir, increased the SVR rates further to 65 – 75% (in combination with peg‐IFN and
ribavirin). The development of HCV NS5B (RNA‐dependent RNA polymerase) inhibitors was a
game changer and increased SVR rates to 90% and higher after 12 weeks of treatment and in
combination with peg‐IFN and ribavirin in 2013. From 2014 on, IFN‐free treatment regimens
based solely on a combination of DAAs have led to SVR rates of >95% and are well tolerable
with a short duration of treatment. Today, several DAAs exist inhibiting non‐structural HCV pro‐
teins such as NS3/4A (voxilaprevir; FDA approved in 2017), NS5A (pibrentasvir; FDA approved
in 2017), as well as NS5B inhibitors such as nucleotide/nucleoside (sofosbuvir; FDA approved
2013) and non‐nucleotide/nucleoside inhibitors (dasabuvir; FDA approved 2014).

Even though the cure of hepatitis C is a success story and HCV and DENV are both closely re‐
lated (+)RNA viruses, there is no treatment available for dengue. In vitro compounds have been
identified with promising results, which have not been successful in clinical trials. For example,
tomatidine has been shown effective against DENV‐2 in vitro in the human hepatocarcinoma cell
line Huh7 and inhibits virus particle production with a suggested mode of action on DENV as‐
sembly andmaturation. However, the timewindow of efficient treatment is relatively short, with
being effective pre‐infection and up to 12 hpi (no antiviral effect after 16 hpi) [37]. Sofosbuvir,
which has shown good SRV rates in hepatitis C, has not been effective against DENV replication
or the DENV NS5 polymerase [96]. However, in an in vivo mouse model, 2’‐C‐methylcytidine (a
sofosbuvir analog) has shown promising results against DENV NS5 polymerase [96]. Balapiravir,
another DENV NS5 polymerase inhibitor initially developed for HCV, has reached clinical trials
but did not alter the viral kinetics [122]. R1479 (2’‐C‐methylcytidine analog) also failed to reduce
viral load in plasma in clinical trials [96].

Enteroviruses, the most common viruses from the Picornaviridae family, usually cause mild infec‐
tions and only require symptom management. However, enterovirus infections can also lead to
more severe symptoms and complications, such as polio, which has a risk of paralysis in 1 in 200
to 1 to 2000 infected people [14, 124]. For enteroviruses, no antiviral treatment exists to date.
However, several DAAs have been tested in clinical trials with mixed outcomes. For example,
pleconaril, a so‐called ”capsid binder”, is a DAA designed to prevent viral attachment and uncoat‐
ing. Even though pleconaril increased survival in neonates with enterovirus sepsis in a clinical
trial, ”capsid binders” are often associated with the emergence of resistance and, thus, are not
recommended [14, 1].
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Vaccination: The best antiviral strategy is preventing viral infection or severe disease by vac‐
cination, which is an excellent example of the successful and vital antibody‐mediated antiviral
response. For six (+)RNA viruses, vaccines are available and in use: polio, yellow fever, dengue,
hepatitis A and E, Japanese encephalitis virus, and SARS‐CoV‐2 [132], as well as promising vac‐
cine candidates for chikungunya [54], enterovirus 71 [146], and norovirus [110] preparing to
enter clinical trials. Nevertheless, developing a safe, well‐tolerable, and effective vaccine is chal‐
lenging, evident by the low number of available vaccines (see BOX 5 for the poliovirus vaccine
as an example of a successful disease eradication by vaccination).

There are three main approaches to vaccine development. (1) The inactivated vaccine, e.g., for
polio, Japanese encephalitis, and hepatitis A virus, eliminates or inactivates the infectivity from
the virus but keeps the ability to activate the immune system and induces an immune response.
(2) Live attenuated vaccines, e.g., for dengue, polio, and yellow fever virus, contain manipulated
virus that is replication competent without spreading and induces mild disease symptoms, thus
stimulating the immune system. (3) Subunit vaccines contain purified components of the virus
that are recognized by the immune system and induce an immune response. For example, the
hepatitis B protein gene is integrated into a non‐pathogenic vector (bacterium or yeast), which
produces the viral proteins and assembles them into virus‐like particles [49, 3, 61]. (4) ThemRNA
vaccine – a revolutionary vaccine technology that plays an essential role in controlling the SARS‐
CoV‐2 spread. This new vaccine approach delivers the nucleic acid of the SARS‐CoV‐2 surface
spike protein, the primary antigen, that is translated from the host cell. Hence, the host produces
the antigen, which triggers an immune response [45].

However, developing a safe and well‐tolerable vaccine is challenging, as is evident in the case of
dengue. To date, one dengue vaccine is licensed: Dengvaxia or CYD‐TDV. The tetravalent live
attenuated vaccine consists of a yellow fever 17D backbone (chimeric vaccine) where two yellow
fever structural proteins (membrane and envelope [prM and E]) are replaced by those of the four
DENV serotypes. The vaccine efficacy depends on age, pre‐vaccine serostatus, and infection
serotype. It has been shown that Dengvaxia increases the risk of severe dengue in seronegative
individuals showing comparable symptoms and severity as a natural secondary infection, i.e., the
vaccine leads to a silent primary‐like infection. In contrast, a natural post‐vaccine infection with
the (first) wild type may lead to a secondary, more severe dengue infection. Hence, the vaccine
issues safety concerns for seronegative individuals. Nevertheless, the vaccine is recommended
for seropositive individuals (individuals with a wild‐type dengue infection) and suggests a pre‐
vaccine serostatus screening. However, other second‐generation vaccines are currently in clini‐
cal trials, e.g., LATV, TAK‐003, TDEN, and DPIV, using DENV strains as a backbone, where DENV
non‐structural proteins are integrated and, thus, may generate and support T cell response and
antibody production against DENV non‐structural proteins [126, 141, 181].
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BOX 5: POLIO VACCINE

The most successful vaccine story against (+)RNA viruses is the vaccine against poliovirus
serotypes, which was developed and first licensed in 1955. The three serotypes of poliovirus cause
poliomyelitis, and in about 0.5% of the cases, paralytic poliomyelitis, which leads to permanent dis‐
ability in children if it enters the central nervous system. Since there are no antiviral drugs available,
the best protection against poliomyelitis is the vaccine (trivalent intravenous and trivalent or biva‐
lent oral; bivalent contains only type 1 and 3) that led to a decrease in paralytic poliomyelitis by
more than 99% (frommore than 350,000 cases in >125 countries in 1988 to 359 reported cases in
only two countries in 2015). However, the oral vaccine may lead to a ”vaccine‐associated paralytic
poliomyelitis” mainly associatedwith the type 2 poliovirus serotype compound in 2‐4 cases/million
births per year. Due to this vaccine‐derived poliomyelitis, the WHO suggests switching from the
trivalent oral vaccine, which contains all three serotype compounds, to the bivalent oral vaccine,
which contains only type 1 and 3 serotype compounds. Nevertheless, the vaccination program and
the fight against polio successfully eradicated the type 2 and 3wild poliovirus serotypes [125, 131].
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A model is an abstract and simplified mathematical representation of a complex process that
helps to gain a system‐level understanding and predict a system behavior that changes over
time. In general, mathematical models may serve three purposes: (1) developing a scientific
understanding, (2) testing the system for changes, and (3) aiding the decision‐making process.
However, mathematicalmodels are sets of equations representing rules; they simplify and reduce
the system reality to the most necessary features [77, 92, 71]. Based on the underlying scientific
question to answer, there are different modeling types and techniques [4]:

Mechanistic versus empirical models: Mechanistic models are hypothesis‐driven and aim to un‐
derstand a particular phenomenon based on the underlying data. However, empiricalmod‐
els are data‐driven and aim to identify patterns in the data.

Discrete versus continuous models: Discrete and continuous models are discriminated whether
the model’s state variables change at a finite or infinite number of points in time where the
points are the state changes.

Deterministic versus stochastic: The type of predicted output can be discriminated in determin‐
istic with a determined output based on the input versus stochastic that takes randomness
into account and predicts a distribution of the predicted outcome. However, a (hybrid) mix‐
ture of both is possible where stochasticity and deterministic processes are approached on
different scales, e.g., deterministic rules defined for individuals of a stochastic population.

Static versus dynamic: Whether the system describes a steady state behavior (one time point)
or allows time‐dependent changes in model states, models can be further categorized into
static or dynamic models, respectively.

Every model serves a particular purpose to study a specific biological phenomenon or process.
To do so, modelers make use of different mathematical modeling techniques, such as ordinary
differential equations (ODEs), to study time dynamics, or partial differential equations (PDEs)
and agent‐based models (ABMs) in the case of additional spatial considerations. ODEs with
only one independent variable – time – are the most straightforward representation of complex
processes. Therefore, they are used as themodeling technique of choice due to theirwell‐studied
and known behavior. Nevertheless, the central assumptions of ODE systems are a well‐mixed
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compartment (e.g., blood) and model species are homogeneous and uniformly distributed, which
is not always the biologically realistic assumption. In such a case, models formulated as PDEs or
ABM, which consider more than one independent variable – time and space – make it possible
to formulate rules (or a particular behavior) about how species or agents interact over time and
in space. Additionally, biological processes fluctuate, and quantitative data is noisy. Adding a
certain stochastic probability to capture fluctuations may be a more realistic representation of
biological phenomena but is computationallymore expensive [13, 159, 31]. Therefore, to capture
the biological reality and answer a specific biological question, there may be multiple different
modeling techniques or a combination.

Mathematical modeling has a long history and has been applied to a variety of biological
questions in – among others – cancer research [161, 5], immunology [172, 43], and infectious
diseases [188]. For example, modeling the virus‐host dynamics helped to gain insights into
disease origin and progression, pathogenesis, interactions with the immune system, and the pre‐
diction of treatment strategies. In virus dynamics modeling, the ODE‐based target cell‐limited
model represents a well‐established mathematical model applied to various viruses to study viral
spread, the interplay with the immune system, and the effect and modes of action of antiviral
drugs. A comprehensive description of model types and techniques and how mathematical
modeling contributed to understanding virus‐host interactions can be found in our literature
review [188].
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This chapter consists of three publications. In the first publication, we modeled the life cycle of
(+)RNA viruses to identify pan‐viral similarities and virus‐specific differences, which may help to
develop broad‐spectrum antiviral treatment strategies. In the second publication, we modeled
the DENV life cycle coupled to the host cell immune response to identify host dependency and
restriction factors determining cell line permissiveness, replication efficiency, and perturbations
of the viral replication machinery. Finally, in the third publication, we compare intracellular HCV
models toward viral spread uncovering an unconventional viral transmission mechanism via ex‐
osomes. This chapter will summarize their main findings, laying the ground for the Discussion in
chapter 5.

4.1 Mathematical modeling of plus‐strand RNA virus replication to
identify broad‐spectrum antiviral treatment strategies

This section summarizes the main findings of the following publication:

Carolin Zitzmann, Christopher Dächert, Bianca Schmid, Hilde van Tongeren‐van der Schaar,
Alessia Ruggieri, Martijn van Hemert, Alan S. Perelson, Frank van Kuppeveld, Ralf Barten‐
schlager, Marco Binder, Lars Kaderali (2023)Mathematical modeling of plus‐strand RNA virus repli‐
cation to identify a broad‐spectrum antiviral treatment strategy. PLoS computational biology 19(4):
e1010423.

Highlights

• We studied and identified pan‐viral and virus‐specific processes in the life cycle of closely
related (+)RNA viruses.

• We found that ribosomes involved in viral RNA translation may be key players in vRNA
replication efficiency, and the virus’ ability to suppress the host’s mRNA translation may
determine acute or chronic infection outcomes.

• We showed that targeting viral proteases involved in polyprotein cleavage and viral RNA
replication may represent promising drug targets with broad‐spectrum antiviral activity.
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Description: Studying the (+)RNA viral life cycle in detail is experimentally challenging. This
project aimed to quantitatively study and compare the life cycles of different (+)RNA viruses.
Here, we focussed on studying pan‐viral similarities and virus‐specific differences among the core
processes of the (+)RNA virus life cycle. For that, we developed a detailed intracellular (+)RNA
virus replication model that has been fit to in vitro dynamics of extracellular infectious virus,
intracellular vRNA, and viral protein of three (+)RNA virus members (HCV, DENV, and CVB3).

Our mechanistic model identified viral entry and the subsequent release of the viral genome
as virus‐specific, which may determine cell line permissiveness. Furthermore, our model pre‐
dicted virus‐specific dynamics of the RO formation, where DMVs may be more favorable than
invaginations. Interestingly, our modeling also predicted a disadvantage for viruses using dif‐
ferent intracellular compartments for vRNA translation and RO formation/vRNA amplification,
where the viral genome may get damaged in the trafficking process. Furthermore, our model
suggested a correlation between the number of ribosomes involved in vRNA translation and the
vRNA replication efficiency: The higher the number of ribosomes, the higher the concentration
of intracellular vRNA. Our model predicted virus‐specific abilities to suppress the host mRNA
translation based on the number of ribosomes involved in the vRNA translation. Consequently,
our model suggested that the ability to suppress the host’s mRNA translation may determine
viral replication efficiency and, ultimately, infection outcomes – an acute or self‐limited chronic
infection.

With in silico drug intervention studies, we tested the efficacy by blocking single steps of the
(+)RNA virus life cycle and thus simulating the effect of DAAs. Our model confirmed vRNA
synthesis as the most promising drug target that may be conserved among (+)RNA viruses. We
also found that vRNA translation‐associated processes (formation of the translation complex,
vRNA translation, and polyprotein cleavage) may represent promising drug targets.

4.2 A coupled mathematical model of the intracellular replication of
dengue virus and the host cell immune response to infection

This section summarizes the main findings of the following publication:

Carolin Zitzmann, Bianca Schmid, Alessia Ruggieri, Alan S Perelson, Marco Binder, Ralf Barten‐
schlager, Lars Kaderali (2020) A coupled mathematical model of the intracellular replication of
dengue virus and the host cell immune response to infection. Frontiers in microbiology 11:725.

Highlights

• We studied theDENV life cycle in the absence and presence of the intrinsic (innate) immune
response.

• We found that the intrinsic immune response targets vRNA translation initiation, degrades
cytosolic vRNA, and inhibits DENV spread.
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• We showed that DENV efficiently countermeasures the intrinsic immune response by in‐
hibiting the JAK/STAT pathway.

Description: The intrinsic immune response represents the first line of defense, and its efficiency
may determine disease severity and outcome. In this project, we studied and quantified the
DENV replication in the absence and presence of the intrinsic immune response. To do so, we
developed a detailed mechanistic model of the intracellular DENV replication coupled to the
activation and antiviral effect of the host cellular immune response, i.e., the recognition of the
virus, the subsequent IFN response, and ISG expression. The model has been fit to intracellular
measurements of DENV (+)RNA, protein, and extracellular infectious virus measured in two cell
lines: immuno‐competent A549 cells and immuno‐compromised Huh7.

Against our expectations, we observed a supported viral genome replication in the presence of
the intrinsic immune response suggesting cell line‐specific host dependency factors involved in
the replicase complex formation that may positively regulate the viral replication. We further
found that host dependency factors involved in virion assembly may limit the virus production,
which was independent of the immune response. Nevertheless, our model predicted that the
intrinsic immune response targets the viral life cycle at multiple steps: by interfering with vRNA
translation initiation, actively degrading the vRNA and, thus, preventing its availability for vRNA
translation and synthesis, as well as by establishing an antiviral state through the inhibition of
infection spread to naive cells.

However, viruses developedmanymechanisms to countermeasure the immune response, mainly
by inhibiting the IFN induction and the JAK/STAT signaling pathway. Considering both processes,
we observed that DENV efficiently targets the JAK/STAT pathway. The RLR‐mediated IFN induc‐
tion seemed to be a highly potent antiviral defense mechanism. To support the early immune
response, DAAs targeting processes associated with DENV RNA synthesis and virion assem‐
bly/release represent promising drug targets, as our in silico drug intervention study suggested.

4.3 Modeling of hepatitis C replication, exosome secretion, and virus
release

This section summarizes the main findings of the following publication:

Carolin Zitzmann, Lars Kaderali, Alan S Perelson* (2020) Modeling of hepatitis C replication, exo‐
some secretion and virus release. PLoS computational biology 16(11):e1008421

Highlights

• We studied different HCV transmission routes.
• We found that HCV assembly and release may be limited by host dependency factors lead‐
ing to decreasing infectivity over time.

• We showed that if virus assembly and release are inhibited, e.g., by DAAs, HCV replication
is ongoing and HCV RNA may be secreted as exosomes.
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Description: Packaging infectious virions is a crucial step in the viral life cycle, usually consisting
of hundreds of components such as the viral genome, viral proteins, and host factors. We de‐
veloped a series of mathematical models describing the intracellular HCV replication with virus
assembly/release with and without HCV RNA secretion. The models have been fit to in vitro
measurements of intracellular vRNA and extracellular infectious virus.

We found that a decreasing virus assembly and release rate over time best described the ex‐
tracellular HCV dynamics. The decrease in the virus packaging process suggests that the virus
assembly and release process may critically depend on and be limited by host dependency fac‐
tors, which may be responsible for a decreasing in vitro infectivity over time.

However, viral spread via extracellular vesicles has been observed in various viruses. HCV‐
derived exosomes (or EVs) may support the transmission of infection, especially under a
disturbed virus assembly and release – either by a limitation in host cellular resources or by
inhibition by DAAs. In the presence of DAAs such as daclatasvir, which efficiently blocks HCV
RNA replication and HCV assembly and release in vivo, we found ongoing HCV RNA replication
and secretion as EVs, even though at low levels. We further found that the secreted HCV RNA
was (+)RNA, while the secretion of replicative intermediates was negligible. Interestingly, the se‐
cretion of newly synthesized vRNA from the RO started later in infection (3 days post‐infection),
where vRNA is used for vRNA translation early in infection. Our model predictions suggested
that detectable plasma HCV levels may be associated with HCV RNA‐carrying exosomes.
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DISCUSSION 5

The presented thesis aimed to investigate viral replication strategies and the interaction of
(+)RNA viruses with the host in order to contribute to the understanding of (1) cell line per‐
missiveness and perturbations by host cellular factors, (2) viral trafficking and transmission, and
(3) virus‐specificity and pan‐viral treatment opportunities.

As a starting point, wewrote a comprehensive literature review about the state of the art ofmath‐
ematical modeling of virus‐host interactions [188]. The review describes the well‐established
target cell‐limited model and its extensions to antiviral therapy and the immune response. Fur‐
thermore, we highlight how these within‐host models have been applied to different viruses,
e.g., HIV, HCV, and influenza A virus, and different research questions, most notably the circum‐
stances leading to viral clearance and its pattern following the initiation of antiviral drugs [188].
However, our literature review demonstrates that little is known about the intracellular kinetics
of viral replication. Therefore, we dedicated our research to quantifying the (+)RNA virus life
cycle.

Building upon a publishedmodel of theHCV life cycle from our lab [17], we studied the intracellu‐
lar replication mechanisms of three viruses – HCV, DENV, and CVB3. To describe the dynamics
of the three studied (+)RNA viruses, we identified the most important virus‐specific differences,
most notably the crucial role of host cellular ribosomes for efficient viral RNA replication and
clinical disease outcomes. Furthermore, we predicted broad‐spectrum antiviral treatment strate‐
gies and the most promising drug targets [191]. Furthermore, we studied the intracellular DENV
replication and cell line permissiveness in the absence and presence of the intrinsic immune re‐
sponse. We identified host factors DENV is critically dependent on and host cellular immune
factors restricting the efficient intracellular DENV replication [190]. Using a series of intracel‐
lular HCV replication models, we analyzed different routes of HCV transmission by considering
viral spread through mature HCV particles and the secretion of HCV RNA‐containing exosomes.
Our models predicted exosomal HCV RNA as an essential key player in viral spread even under
antiviral treatment. We further found that HCV critically depends on host factors for virus as‐
sembly and that a limitation of host cellular resources leads to a decreased release of infectious
virus, possibly contributing to an increased HCV RNA secretion [189].

This chapter will present key findings and contextualize our model predictions in the broader sci‐
entific literature. I will discuss the central biological topics predicted by ourmathematical models:
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virus‐specificity and the viral dependency on the living host, the intrinsic immune response to
viral infections, the controversy of exosomes, and the feasibility of broad‐spectrum antivirals. Fi‐
nally, I will close this chapter by highlighting the strengths and limitations of our single research
projects and will give an overview of possible future research directions and challenges.

5.1 Virus‐specific replication mechanisms and the dependency on the
living host

Viruses depend on their living host for reproduction by hijacking cellular host factors. Host fac‐
tors are RNAs, proteins, lipids, or membranes, that regulate the viral life cycle positively (proviral)
or negatively (antiviral) and are categorized as host dependency or restriction factors, respec‐
tively [118, 187, 117]. Host dependency factors are crucial helper molecules and proteins in‐
volved in virtually every step of the viral life cycle [155]. However, the first hurdle to overcome
for a virus is cell entry and the release of its genome into the cytoplasm, a highly regulated and
complex process [30]. Our modeling identified viral entry and the subsequent release of the vi‐
ral genome as virus‐specific processes, which determine cell line permissiveness [191]. Several
host factors have been identified to promote virus attachment and internalization, e.g., EGFR
and Ras, which contribute to the surface receptor functionality and promote HCV attachment
and entry [30, 103]. Furthermore, Cyclophilin A (Cyp A) has been shown to participate among
others in the correct host protein folding but also regulates the uncoating process in enterovirus
71 (family Picornaviridae) by interacting with and rearranging the viral capsid [142, 101].

Considering viruses’ limited gene coding capacity, it is unsurprising that viruses developed strate‐
gies to use cellular compounds for their benefit [155]. Over the last years, hundreds of host
dependency and restriction factors have been identified that are virus‐specific such as for HCV
[143, 98, 99], DENV [108, 62, 6], or CVB3 [138, 134, 90]. However, the big challenge is iden‐
tifying host factors conserved among multiple or a whole group of viruses, e.g., (+)RNA viruses.
One of the most conserved host dependency factors is probably ribosomes, which are part of
the cellular mRNA translation machinery. Therefore, independent of the virus and its tropism,
viruses rely on the availability of ribosomes to produce viral proteins, including the components
necessary for viral replication, such as the RNA‐dependent RNA polymerase [100]. Our model‐
ing suggested a correlation between the number of ribosomes involved in vRNA translation and
the vRNA replication efficiency. Furthermore, ribosomes seem critical for acute or chronic in‐
fection outcomes [191], where the optimal usage of ribosomes in combination with suppressing
the host’s mRNA translation may be responsible for an acute infection. In contrast, viruses with
a sub‐optimal usage of cellular resources replicate their genetic material at a low level. They may
remain mostly undetected by cellular immune response recognition, contributing to a chronic
infection.

However, a hallmark of (+)RNA viruses is the membranous web, with ROs providing an environ‐
ment rich in nucleotides and proteins necessary for vRNA replication. ROs (DMVs or invagina‐
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tions) derive from cellular membranes sequestered by the virus and serve as the site of vRNA
replication [137, 7, 112]. The replication machinery, i.e., the replicase complexes, are anchored
in the RO membrane either within the RO or outside, facing the cytoplasm. Our modeling sug‐
gested that the formation of replicase complexes associated with DMVs may be more favorable
compared to invaginations [191]. Interestingly, it has been shown that various membranous or‐
ganelles can form invaginations, while the membranes that form DMVs seem to be limited to a
secretory pathway origin [183]. Consequently, the virus’ ability to utilize various organelles to
form ROs as invaginations may possess an evolutionary advantage. That observation may also
be explained by cell line permissiveness, the utilization of host factors involved in the formation
process, and thus a better adaptation to the host cell. A well‐known host dependency factor
involved in forming ROs and, thus, the remodeling process of intracellular host cell membranes
is phosphatidylinositol 4‐kinases (PI4K). PI4K is hijacked by various (+)RNA viruses such as HCV
and CVB3, which enriches host cell membranes with phosphatidylinositol 4‐phosphate, a bind‐
ing partner of the viral RNA‐dependent RNA polymerase [119, 75]. Interestingly, silencing PI4K
seems to affect viral replication negatively in HCV. However, the knockdown of PI4K does not
show any negative effect in the DENV life cycle [35], suggesting PI4K may not be crucial for the
DENV replicase complex formation and possibly the formation of invaginations.

Previous research in our lab found that host dependency factors involved in the formation of the
replicase complex were responsible for cell line permissiveness and cell line‐specific replication
efficiency in HCV [17]. Consistent with our previous HCV research, our modeling suggested that
a higher availability of host dependency factors involved in the replicase complex formation may
positively regulate viral replication in DENV [190]. However, the positive or negative association
of host factors with viral replication efficiency has been demonstrated in different cell lines and
sub‐types of the same cell line. For example, theHuh7 cell line and its sub‐clones show variations
in the replication efficiency, i.e., permissiveness, mainly controlled by host factors. While intrinsic
immunity as a viral replication restricting factor has been ruled out [16], several host dependency
factors have been found to enhance HCV production by overexpression, such as overexpression
of the transcriptional repressor THAP7 [41].

The (+)RNA virus life cycle is a tightly connected and coordinated process. For that purpose,
(+)RNA viruses establish their micro‐environment where the vRNA replication core processes
occur in close proximity. ROs and the membranous web protect vRNA and proteins from damag‐
ing cytoplasmic nucleases and the recognition by the immune system [25]. Therefore, minimizing
the trafficking distances of viral components and their exposure to the cytoplasm is crucial for
producing tens of thousands of infectious viruses. Interestingly, our modeling suggested that
the trafficking process from the site of vRNA translation to replication and vice versa may be a
critical and sensitive process for non‐enveloped viruses [191]. Strikingly, non‐enveloped viruses
use only a fraction of structural proteins for their nucleocapsid assembly, which may be a possi‐
ble adaptation to overcome the trafficking shortcoming. Nevertheless, minimizing the distance
between vRNA translation and replication sites is as crucial as the proximity of vRNA replication
and virus assembly. Furthermore, the bottleneck in the last stage of the viral life cycle may be
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the availability of viral proteins and host dependency factors for virus assembly, maturation, and
release. Our modeling suggested a limitation in virus assembly‐associated host dependency fac‐
tors leading to a decrease in infectious virus production over time [189]. For example, apoE is
essential for HCV assembly and mediates HCV attachment and entry into the cell through its
interaction with cell‐surface receptors [21, 185]. Furthermore, a decreasing apoE concentration
over time has been described as a possible reason for decreasing infectivity [88].

5.2 The intrinsic immune response to viral infection

A viral infection is characterized by a battle between a virus and the host’s immune system.
While the host evolved to recognize and fight the pathogen, the invader developed strategies
to countermeasure the immune response [49]. Characterizing key players of the complex
virus‐host interplay is crucial to understanding infection mechanisms, the host’s contribution to
fighting the infection, and disease outcome.

The production of viral proteins necessary for vRNA replication and virus assembly is essential
to the viral life cycle. Viral proteins carry out various functions in the viral life cycle, most notably
the formation of ROs and vRNA synthesis [60]. Therefore, blocking the vRNA translation initia‐
tion, as suggested by our modeling [190, 191], may be a critical barrier to infection, and several
ISGs have been identified targeting the vRNA translation [56, 152]. For example, ISGs such as
members of the IFIT family, ZAP, and PKR have been identified to block and repress the forma‐
tion of the vRNA translation initiation complex by targeting the eukaryotic initiation factors (eIF)
such as eIF3 [153, 152, 56, 144, 81]. However, considering that the availability of ribosomes
bound to the viral genome may determine the efficiency of vRNA replication and clinical out‐
comes (acute versus chronic infection), as suggested by our modeling [191], it is not surprising
that the intrinsic immune response aims to interfere with the vRNA translation. Furthermore,
a complete host mRNA translation shut off, and thus the prevention of the production of an‐
tiviral compounds has a dramatic contribution to the undisturbed vRNA production and, thus,
pathogenesis [73]. However, increasing the vRNA degradation, as suggested by our modeling
[190], may be another mechanism to minimize the availability of vRNA for its translation or repli‐
cation. Enhanced vRNA or viral protein degradation may be achieved by the members of the
OAS family (ISGs), which activate RNase L‐mediated vRNA degradation, or TRIM69 that blocks
viral replication by DENV NS3 degradation, which interacts with the RNA‐dependent RNA poly‐
merase (DENV NS5) [102, 178].

Inhibiting vRNA replication via ISGs is the autocrine mechanism carried out by IFN. IFNs also
act in a paracrine manner by protecting naive cells from infection [97]. However, even though
suggested by our modeling, the rate of naive cell protection and, thus, the establishment of a
paracrine antiviral state was relatively negligible [190]. Due to a high MOI infection experiment,
achieving a high cell infection rate with virtually every cell being infected, second rounds of a cell
infected are probably the exception.
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Interestingly, viruses developed many highly effective countermeasure strategies, such as in‐
hibiting their recognition and blocking IFN signaling pathways. For example, DENV blocks RLR
and TLR signaling and thus type I IFN production, specifically 2’‐O‐methylation of the 5’ un‐
translated region, which prevents DENV from being recognized, where 2’‐O‐methylation mimics
host mRNA that is not getting recognized by the IIR [170, 166]. Furthermore, several DENV
non‐structural proteins also countermeasure the JAK/STAT pathway. For example, DENV non‐
structural proteinsNS2A, ‐4A, and ‐4B inhibit STAT1, whileNS5 blocks STAT2. STAT1 and STAT2,
both essential proteins in the JAK/STAT pathway, together with IRF‐9, induce the expression of
ISGs, highly potent antiviral effector proteins [166]. However, considering those countermea‐
sure strategies, our modeling correctly predicted DENV’s ability to target the JAK/STAT path‐
way more efficiently compared to RLR‐mediated IFN induction [190], which has been shown
experimentally [116].

5.3 The controversy of exosomes as “Trojan horses”

Exosomes are small (30 – 100 nm) membrane vesicles secreted from virtually every cell type.
Exosomes have been found in, among others, blood, saliva, semen, urine, cerebrospinal fluid,
breast milk, and cell culture supernatant [9, 22, 186, 32]. Extracellular vesicles (EV) serve differ‐
ent functions, such as intracellular communication and transmission of host cell macromolecules.
Several databases exist listing molecules and substances found in exosomes (Vesiclepedia, EVPe‐
dia, and Exocarta) [87, 135, 89]. However, since they carry proteins, lipids, and genetic material
of intracellular origin, exosomes derived from virus‐infected cells may transmit viral components
and thus possibly contribute to disease spread and progression [42]. This additional path of vi‐
ral spread by EVs has been found in, among others, hepatitis B/C/E virus, HIV, human T‐cell
lymphotropic virus (HTLV), DENV, enteroviruses, and SARS‐CoV‐2 [22, 9, 59, 171].

In the presence of efficient antiviral treatment, e.g., DAAs, our modeling suggested ongoing
vRNA replication and secretion at low levels [189]. The presence of plasma viral RNA after treat‐
ment, reported in some HCV patients [123, 70], may result from HCV RNA‐carrying exosomes.
Nevertheless, HCV EVs have been found to transmit replication‐competent HCV between hep‐
atocytes in a virion‐independent manner, generating a “typical” infection [106, 19]. In dengue,
it has been shown that DENV‐infected arthropod cells (derived from DENV vectors Aedes al‐
bopictus/aegypti) secret exosomes, which contain infectious DENV genome and proteins. Those
exosomes could infect naive arthropod andmammalian cells and thus serve as a (virus‐free) trans‐
mission strategy from arthropods to mammals. Additionally, DENV‐derived exosomes had a low
pH and carried an autophagy marker (LC3 II) supporting the maturation of assembled virions
within the exosome and protecting DENV from neutralizing antibodies, respectively [173, 113].

Nevertheless, the biological function of exosomes is not to harm the host but to support bio‐
logical processes and functions and establish and recreate a biological equilibrium. For example,
it has been shown that exosomes may prevent an infection with HIV‐1, where seminal plasma‐
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derived exosomes block the Tat protein recruitment and, consequently, the early HIV‐1 transcrip‐
tion. Furthermore, in poliovirus, human cytomegalovirus, and herpes simplex virus 1, exosomes
may induce autophagy and defense against these viruses [84]. Therefore, exosomes participate
in the antiviral immune response through immune stimulation and pathogenicity inhibition. The
former may be achieved by activating immune cells, e.g., macrophages, NK, T, and B cells, where
exosomes function as antigen‐presenting cells or by transporting cytokines that trigger the acti‐
vation of immune cells. The latter may be achieved by the exosomal transport of miRNAs, which
act as host restriction factors with the ability to block viral replication. It has been shown that
exosomes are enriched with miRNAs and that 60% of miRNAs are passively released from cells
[140, 10, 55, 58]. Upon dengue infection, the miRNA profiling changes, influencing immune
regulatory pathways and endothelial junction proteins, which may lead to a so‐called “cytokine
storm” and hyper‐permeability [154, 192, 113]. Both phenomenons are associated with dengue
pathogenesis and severity and thus DHF.

Pathogens hijack the exosomal pathway for their benefit. The most likely critical function of exo‐
somes following pathogen infection may be hiding from the immune system and thus promoting
viral transmission. In hepatitis A infections, HAV‐carrying exosomes may promote viral spread in
the liver through intercellular communication and by escaping neutralizing antibodies [46]. On
the one hand, viruses exist as “pseudo‐enveloped” viruses within exosomes that may promote
viral entry and spread. On the other hand, it is suggested that the exosomal secretion of viruses
may prevent inflammation and cell lysis and thus promote virus survival. Furthermore, a diseased
cell may promote the secretion of exosomes by activating and supporting the immune reaction
to the disease. Viruses seem to have found away to hijack the exosomal pathway for their spread
and transmission as “Trojan horses”. However, exosomes and their possible contribution to viral
spread are controversial and under debate and need more investigation in the future.

5.4 How realistic are broad‐spectrum antivirals?

From the 1990s on, several highly effective drugs have been developed to treat viral infections.
The most successful story may be the cure of hepatitis C. Even though the treatment of hepatitis
C with DAAs has cured the disease in the majority, a subset of patients report treatment failure,
side effects, or DAAs are not available or expensive in developing countries [129, 12, 150]. Fur‐
thermore, DAAs are highly specific to a single virus‐specific protein, and thusDAAs do usually not
have the potential to be re‐purposed for other viruses. Furthermore, DAAs possess a low barrier
of resistance, and selective pressure thrives the development of mutants and treatment‐resistant
variants [80]. Another treatment option with a high resistance barrier may be host‐directed ther‐
apy. Viruses depend on host factors for their replication and, thus, may be potential targets for
antiviral therapy. Thus, targeting a particular host dependency factor necessary for completing
the viral life cycle may inhibit viral replication and possess a high resistance barrier. In addition,
several viruses may hijack a particular host dependency factor, and its inhibition may possess
a broad‐spectrum antiviral activity [80, 86]. However, silencing host proteins may be cytotoxic
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and thus damaging to the cell. If cytotoxicity can be excluded, drug re‐purposing becomes an
option.

In silico, ourmodeling predicted vRNA translation and synthesis as themost promising drug target
found that may be conserved among (+)RNA viruses [191]. Considering our theoretical exper‐
iment, where a decreased ribosome availability lowered viral replication, it is unsurprising that
vRNA translation has been selected as a sensitive process with drug‐targeting potential. How‐
ever, targeting vRNA translation or inhibiting the formation of the translation complex or even
ribosomes seems particularly challenging. However, an eIF2‐α inhibitor, nitazoxanide, may be
an interesting host factor targeting candidate. Nitazoxanide is FDA‐approved and developed
initially as an antiparasitic [50]. Nitazoxanide has shown a broad‐spectrum antiviral effect in
hepatitis C, where nitazoxanide, in combination with IFN‐α, achieved SVR rates of 79%. How‐
ever, its further investigation as an antiviral agent has been terminated due to the development
and approval of DAAs [80]. Furthermore, in hepatitis B patients, nitazoxanide leads to a loss of
serum HBsAg, the hepatitis B surface antigen, in a subset of patients, which is the challenge of
the current hepatitis B standard of care [148]. In vitro, nitazoxanide inhibits the viral replication
of various viruses such as influenza A and B, coronaviruses (including SARS‐CoV‐2), chikungunya,
dengue, yellow fever, Japanese encephalitis, noro‐, Ebola, and other viruses [107]. Furthermore,
the efficacy and safety of other host factor‐targeting drugs with broad‐spectrum antiviral activ‐
ity are currently tested in clinical trials. For example, iminosugars interact with the folding of
envelope proteins of HIV, HCV, DENV, ebola, and influenza viruses. Another example is gel‐
danamycin derivatives, which are also involved in the folding of viral proteins necessary for viral
replication in, e.g., HIV, HCV, DENV, influenza, ebola, herpes simplex, chikungunya, and Zika
virus [80].

Nevertheless, targeting a particular host factor may even promote viral replication. Our mod‐
eling suggested that targeting vRNA trafficking may promote viral growth [191]. Furthermore,
considering the possible infectivity of vRNA‐carrying exosomes in vivo, targeting host depen‐
dency factors that, for example, intervene with the infectivity of a virus, as in the case of apoE in
HCV or misfolding of envelope proteins, may result in increased cell‐to‐cell transmission. Nev‐
ertheless, host‐directed therapy is in its infancy but has vast potential.

5.5 Limitations and future research

Even though our models were most suited to describe the dynamics of various viruses and gave
valuable insights into different aspects of virus‐host interactions, several limitations may be ad‐
dressed in the future. The developed mathematical models were of a high degree of detail and
based exclusively on ODE systems. Since we analyzed the time dynamics of the early phase
post‐virus infection and studied the viral life cycle in detail within an average infected cell, spa‐
tial considerations were neglected. However, our intracellular models may contribute to under‐
standing the intracellular viral replication process, serve as a starting point for model extensions,
and promote the development of biological experiments. Advanced and improved experimental

33



5. DISCUSSION

techniques such as single‐cell analysis and high‐resolution microscopy may help to gain a more
comprehensive understanding of spatial‐temporal processes within a host cell and the disease
spread to naive cells. Nevertheless, measuring intracellular viral replication processes, e.g., the
density of bound ribosomes to one single viral genome, the kinetics of the virion assembly pro‐
cess, or the number of virions a single cell produces, is challenging. To date, ourmodel predictions
still need to be experimentally validated. In general, a lack of experimentally validated knowledge
of intracellular spatial‐temporal processes that serve as the basis for the development of mathe‐
matical models, the quality and quantity of the underlying data the models are fit to, over‐fitting,
and uncertainty are only a few pitfalls in mathematical modeling. Nevertheless, without suitable
biological experiments, mathematical modeling remains a valuable tool to suggest experimen‐
tal design and generate predictions. Despite the high degree of freedom and uncertainty, the
mathematical models developed in this thesis were suited to describe the experimental mea‐
surements of the intracellular viral genome translation and replication processes and confirmed
biological knowledge. Furthermore, they were consistent in their predictions: host dependency
and restriction factors shape the life cycles and replication efficiency of (+)RNA viruses.

Nevertheless, our mathematical models were developed for (+)RNA viruses containing one ORF.
In the future, the models may be extended to the life cycle of (+)RNA viruses with more than one
ORF and thus the presence of sub‐genomic viral RNA, as in the case of SARS‐CoV‐2 or chikun‐
gunya virus. The logical next step may be adapting our mathematical models to the replication
mechanisms of other virus groups. However, due to the involvement of the nucleus or the inte‐
gration of the viral genome in the host genome, developing intracellular virus replication models
for the viral life cycles of other virus groups, such as DNA or reverse transcribing viruses, e.g.,
HBV and HIV, may be an interesting future challenge. Furthermore, host factors are universal in
the viral replication cycle. Whether host factors support or restrict viruses in their replication,
viruses with a different life cycle depend on host factors like (+)RNA viruses. Furthermore, the
degree to which host factors may determine the clinical outcome, as suggested by our models,
needs further research andmay be highly important in the clinical treatment of viral infectious dis‐
eases. However, studying and comparing host factors of different virus groups may promote the
development of broad‐spectrum antiviral drugs. Nevertheless, broad‐spectrum antiviral drugs
may be unable to silence the viral life cycle altogether, and viruses may find alternative ways to
spread the infection. Our research emphasized the importance of understanding cell‐to‐cell com‐
munication, e.g., via exosomes, in more detail. Detailed knowledge of viral replication strategies
within a host cell is as necessary as understanding infection spread to naive cells. The infection
spread via exosomes is controversial. However, more future research is needed to solve this con‐
troversy, and our model predictions may serve as a starting point for the design of experiments.
Thus, our research contributes to understanding virus disease dynamics and pathogenesis. How‐
ever, several unanswered questions remain for future research.
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CONCLUSION 6

Quantifying intracellular processes related to viral replication strategies, pathogenesis, and treat‐
ment opportunities remain experimentally challenging. A mathematical model, however, repre‐
sents the tool of choice to study viral dynamics and kinetics, especially in the case of expensive
experiments or those that must be designed. In the presented thesis, we successfully devel‐
oped and applied mathematical models with great detail to fascinating questions concerning the
(+)RNA virus life cycle:

• Our mathematical models shed light on pan‐viral and virus‐specific replicationmechanisms
and in silico predicted broad‐spectrum antiviral treatment opportunities.

• Our mathematical models predicted that the cellular immune response blocks the viral life
cycle at multiple steps and suggested viral strategies to countermeasure the immune sys‐
tem’s recognition.

• Our mathematical models suggested a possible explanation of cell‐to‐cell communica‐
tion via exosomes as an alternative infection spread pathway in patients with measurable
plasma HCV at the end of treatment.

Interestingly, in every research project, host factors have been identified as critical players in
shaping the viral life cycle, highlighting the importance of future research. The presented the‐
sis aimed to develop mathematical models to study and shed light on the (+)RNA virus replica‐
tion mechanisms and may help develop broad‐spectrum antiviral drugs. Especially the global
SARS‐CoV‐2 pandemic has proven that without vaccines or antiviral drugs, the fight against in‐
fectious diseases solely depends on human behavior. Our mathematical models contribute to
understanding viral dynamics and provide a foundation for future research in the fight against
infectious diseases.
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Viral infectious diseases are a global health concern, as is evident by recent outbreaks

of the middle east respiratory syndrome, Ebola virus disease, and re-emerging zika,

dengue, and chikungunya fevers. Viral epidemics are a socio-economic burden that

causes short- and long-term costs for disease diagnosis and treatment as well as a

loss in productivity by absenteeism. These outbreaks and their socio-economic costs

underline the necessity for a precise analysis of virus-host interactions, which would

help to understand disease mechanisms and to develop therapeutic interventions.

The combination of quantitative measurements and dynamic mathematical modeling

has increased our understanding of the within-host infection dynamics and has led

to important insights into viral pathogenesis, transmission, and disease progression.

Furthermore, virus-host models helped to identify drug targets, to predict the treatment

duration to achieve cure, and to reduce treatment costs. In this article, we review

important achievements made by mathematical modeling of viral kinetics on the

extracellular, intracellular, and multi-scale level for Human Immunodeficiency Virus,

Hepatitis C Virus, Influenza A Virus, Ebola Virus, Dengue Virus, and Zika Virus. Herein, we

focus on basic mathematical models on the population scale (so-called target cell-limited

models), detailed models regarding the most important steps in the viral life cycle, and

the combination of both. For this purpose, we review how mathematical modeling of

viral dynamics helped to understand the virus-host interactions and disease progression

or clearance. Additionally, we review different types and effects of therapeutic strategies

and how mathematical modeling has been used to predict new treatment regimens.

Keywords: mathematical modeling, viral kinetics, viral replication, human immunodeficiency virus, Hepatitis C

virus, Influenza A virus, antiviral therapy, immune response

INTRODUCTION

Viruses are small obligate intracellular parasites that are unable to reproduce independent of their
host. Outbreaks of infectious viral diseases are a major global health concern, a circumstance that
is evident by recent large epidemics of influenza, zika fever, Ebola virus disease, and the Middle
East Respiratory Syndrome (MERS). According to the United Nations, the recent zika outbreak
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caused socio-economic costs of approximately US$7-18 billion
in Latin America and the Caribbean from 2015 to 2017
(United Nations, 2017). A recent study estimated the socio-
economic costs for symptomatic dengue cases (58.40 million)
with US$8.9 billion in 141 countries in 2013 (Shepard et al.,
2016). This number is expected to rise further in the coming
years. Factors such as climate change and increasing air travel are
furthermore increasing the risk of global pandemic infections;
examples are recent global influenza outbreaks as much as
the emergence of tropical infections such as Dengue Virus
infections in previously unaffected regions in the United States
and Europe (Mackey et al., 2014). To control this global
threat, novel therapeutic and antiviral treatment approaches are
urgently needed. To amplify the development of such novel
drugs and to optimize treatment strategies, a comprehensive
understanding of the viral infection dynamics, their parasitic
interaction with their host, as well as host defense strategies
against the invader are of major importance. In recent years,
targeting viral agents that are essential for the viral replication
has proven highly effective (Asselah et al., 2016). However,
the emergence of resistance against these direct acting antiviral
compounds leads more and more to treatment failure and
multi-drug resistant viral strains (Poveda et al., 2014). In order
to circumvent drug-resistance, novel antiviral strategies focus
on the host by supporting the immune response or targeting
host factors required for the viral life cycle. The advantage
of these methods are higher barriers for the development of
resistance and novel opportunity of broad-spectrum antivirals
(Zeisel et al., 2013).

Mathematical modeling has proven to be a powerful
tool to study viral pathogenesis and has yielded insights
into the intracellular viral infection dynamics, the effect of
the immune system, the evaluation of treatment strategies,
and the development of drug resistance (Bonhoeffer et al.,
1997; Perelson, 2002; Rong and Perelson, 2009; Perelson and
Ribeiro, 2013; Boianelli et al., 2015; Perelson and Guedj,
2015; Ciupe and Heffernan, 2017). Modeling can deepen our
understanding on different scales: From the molecular scale
of intracellular virus-host interactions, extracellular cell-to-
cell infection at the population scale, to virus spread within
organs or whole organisms (Kumberger et al., 2016). In order
to quantitatively study the viral growth at a molecular level
and to investigate host requirements and limitations, first
intracellular models have been developed for bacteriophages
(Buchholtz and Schneider, 1987; Eigen et al., 1991; Endy
et al., 1997), Baculovirus (Dee and Shuler, 1997), and Semliki
Forest Virus (Dee et al., 1995). By studying cell-to-cell
infection, early models for Human Immunodeficiency Virus
(HIV) (Ho et al., 1995; Wei et al., 1995; Perelson et al.,
1996, 1997; Stafford et al., 2000) provided insights into the

Abbreviations: AIR, Adaptive Immune Response; ART, Antiretroviral Therapy;

CTL, Cytotoxic T lymphocytes; DAA, Direct-Acting Antiviral; DENV, Dengue

Virus; EBOV, Ebola Virus; HAART, Highly Active Antiretroviral Therapy; HCV,

Hepatitis C Virus; HIV, Human Immunodeficiency Virus; IAV, Influenza A Virus;

IFN, Interferon; IIR, Innate Immune Response; NS, Nonstructural Protein; ODE,

Ordinary Differential Equation; SVR, Sustained Virologic Response; WHO,World

Health Organization; ZIKV, Zika Virus.

pathogenesis, treatment strategies, and virus control by the
immune system.

On the population scale, the target cell-limited model
(Nowak and Bangham, 1996; Nowak et al., 1996; Bonhoeffer
et al., 1997; Perelson, 2002; Wodarz and Nowak, 2002) has
been extensively used to investigate the virus-host interaction
of HIV, Hepatitis C Virus (HCV), and Influenza A Virus
(IAV), which will be explained in this review in more detail.
Furthermore, we describe the latest achievements made by
modeling the dynamics of Ebola Virus (EBOV), Dengue
Virus (DENV), and Zika Virus (ZIKV) that caused the most
recent viral outbreaks. In addition, we give an introduction
into the target cell-limited model with its extensions and
applications to investigate the effects of direct antiviral therapy
and immune response and highlight the most important
achievements made by viral modeling of the intracellular,
extracellular and the integration of both, the multi-scale
level.

THE TARGET CELL-LIMITED MODEL AND
ITS EXTENSIONS

Target Cell-Limited Model
The first mathematical models described the HIV progression
by neglecting intracellular processes and taking only the key
players of the virus-host interaction into account (Perelson et al.,
1993, 1996, 1997; Ho et al., 1995; Bonhoeffer et al., 1997).
The target cell-limited model (Figure 1A) includes three species:
uninfected susceptible target cells (T), infected virus-producing
cells (I), and the virus load (V) and is formulated by the
following system of nonlinear ordinary differential equations
(ODEs):

dT

dt
= λ− dT − kVT,

dI

dt
= kVT − δI, (1)

dV

dt
= pI − cV .

Uninfected target cells (T) are produced at a constant rate λ
and die at rate d, corresponding to a target cell half-life of

tT1/2 =
ln(2)
d

. By the interaction of virus (V) with uninfected
target cells (T) at a constant infectivity rate k, the target cells
become infected cells (I), which in turn produce infectious
virus (V) with production rate p. Due to viral cytopathicity,
immune elimination and/or apoptosis, infected cells (I) die
at a rate δ [resulting in an infected cell half-life tI1/2 =

ln(2)
δ

]. Virus is cleared at rate c from the cells [virion half-

life tV1/2 =
ln(2)
c ] per virion by mechanisms such as immune

elimination (Nowak and Bangham, 1996; Nowak et al., 1996;
Bonhoeffer et al., 1997; Perelson, 2002; Wodarz and Nowak,
2002).

With average lifetimes of 1/d, 1/δ, and 1/c for uninfected
target cells, infected cells, and virus, respectively, the total
number of virus particles N produced by one infected cell during
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FIGURE 1 | Schematic illustration of (A) the target cell-limited model, (B) the

target cell-limited model extended by antiviral inhibition, (C) the age-based

multi-scale model, and (D) the target cell-limited model extended by the innate

immune response.

its lifetime is calculated by p/δ. Therefore, the production rate p
of one infected cell is p = Nδ. Without a viral infection (I = 0
and V = 0), target cells are in equilibrium with λ/d (Nowak and
May, 2001; Perelson, 2002; Wodarz and Nowak, 2002).

The ability of a virus to develop an infection or to be cleared

is given by the basic reproductive ratio R0 =
λkp
dδc

. R0 represents
the number of productively infected cells newly generated by one
productively infected cell.With R0 > 1 the infection grows due to
an increase in virus-producing infected cells while R0 < 1 refers
to a decrease in productively infected cells and viral clearance
(Nowak and May, 2001).

Target Cell-Limited Model and Antiviral
Therapy
To analyze the effect of antiviral drugs that either block infection
(εk) and/or production of viral particles (εp), the target cell-
limited model is modified as follows (Figure 1B):

dT

dt
= λ− dT − (1− εk) kVT,

dI

dt
= (1− εk) kVT − δI, (2)

dV

dt
=

(

1− εp
)

pI − cV ,

with 0 ≤ εk,p ≤ 1 (Neumann, 1998). Here, εk,p = 0 describes no
drug effect while εk,p = 1 refers to the case of a 100% effective
treatment—a perfect drug. Note that before treatment εk,p = 0.
In simulating treatment, one assumes that the system is in steady
state at treatment initiation, at which point the infection and/or
production rates are modified depending on the type of antiviral
drug used (εk > 0 and/or εp > 0). The overall drug efficacy εtot
may be calculated as εtot = 1−(1− εk)

(

1− εp
)

, while the critical

drug efficacy εc is given by εc = 1 −
dδc
λkp

and determines the

transition from viral eradication to viral persistence. A successful
drug therapy would clear the virus with εtot > εc while the
infection becomes chronic when εtot < εc (Dahari et al., 2007a).

The relationship between a certain drug dose and the resulting
response can be integrated into the target cell-limited model by
the simple time-dependent pharmacodynamic equation

ε (t) =
εmax · C (t)

n

EC50
n + C (t)n

, (3)

where εmax describes the maximum of the drug effect, EC50

the drug concentration with 50% efficacy, and C(t) the drug
concentration or dose applied (Holford and Sheiner, 1982).
Depending on the shape and steepness of the underlying drug
effect, the Hill coefficient n describes either a sigmoidal curve for
n > 1 or a hyperbolic curve otherwise. By substituting C (t) by
C (t − τ), a pharmacodynamic delay τ for the drug effect can be
taken into account for t > τ (Holford and Sheiner, 1982; Guedj
et al., 2010; Canini and Perelson, 2014).

Age-Based Multi-Scale Model for Direct
Acting Antivirals
Age-based multi-scale models have been used in order to study
the modes of action of antivirals within a virus-infected cell
(Nelson et al., 2004; Guedj et al., 2013; Heldt et al., 2013;
Clausznitzer et al., 2015). To include the effect of direct acting
antivirals (DAAs), the target cell-limited model can be further
extended by more detailed intracellular processes of the viral life
cycle (Figure 1C). These multi-scale models that take the age
of infected cells into account allow a biologically more realistic
representation of intracellular processes with age-dependent
reaction rates (Quintela et al., 2017). The target cell-limited
model coupled to intracellular processes and an age-dependency
is formulated as follows:
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dT

dt
= λ− dT − kTV ,

∂I

∂a
+
∂I

∂t
= δI (a, t) , (4)

∂R

∂a
+
∂R

∂t
= (1− εα) α − κµR− (1− εs) ρR,

dV

dt
= (1− εs) ρ

∫

∞

0
R (a, t) I (a, t) da− cV ,

with boundary and initial conditions I (0, t) = kVT, I (a, 0) =

I0(a), R (0, a) = 1, and R (a, 0) = R0(a) (Guedj et al., 2013).
Here, the intracellular viral genome (R) is produced at constant
rate α and degraded at constant rate µ. The progeny virions are
assembled and secreted at constant rate ρ. The drug effects regard
intracellular processes or the viral genome replication: blocking
viral RNA production εα and virion assembly/secretion εs, as
well as increasing viral RNA degradation κ for κ > 1. Note that
the intracellular viral genome [R(a)] and infected cells [I(a)] are
dependent on the age a of the cell, measured as time elapsed
since infection, and viral RNA levels increase with the age of
the infected cell (Guedj et al., 2013; Canini and Perelson, 2014;
Perelson and Guedj, 2015).

Extended Target Cell-Limited Model by the
Immune Response
The innate and adaptive immune response provide various
mechanisms in fighting a viral infection. The innate immune
response (IIR) represents the first line of defense that recognizes
the virus and triggers the adaptive immune response (AIR)
(Braciale et al., 2013; Iwasaki and Medzhitov, 2013). In order to
study the effect of the immune response on the viral dynamics,
mathematical models incorporate key players of the immune
response which inhibit processes in the viral life cycle. A further
modification of the target cell-limited model has been developed
to take the effect of the cell’s IIR into account (Figure 1D). This is
done by including the effect of interferon (IFN) into the model:

dT

dt
= −kTV ,

dI1

dt
= kTV −

ω

1+ εωF
I1,

dI2

dt
=

ω

1+ εωF
I1 − δI2 − sI2 (t − τ) F, (5)

dV

dt
=

p

1+ εpF
I2 − cV ,

dF

dt
= sI2 (t − τ)− bF.

Herein, two populations of infected cells I1 and I2 describe a
time delay. Infected but not yet virus producing cells (I1) in the
eclipse phase become productively virus producing cells (I2) with
average transition time 1/ ω

1+εωF
. Note that I1 are not dying before

the transition into I2. Following a time delay τ for the IIR, IFN (F)
is secreted by I2 at constant rate s and degrades at constant rate b.

The effect of IFN has been modeled by decreasing the transition
rateω and/or the virus production rate p and effectiveness εω and
εp (Baccam et al., 2006).

Moreover, the effect of the IIR and the AIR can be coupled
with the target cell-limited model by simple assumptions:

dT

dt
= rD− kTV ,

dI1

dt
= kTV − ωI1,

dI2

dt
= ωI1 − δI2,

dD

dt
= δI2 − rD,

dV

dt
=

p

1+ εpRIIR
I2 − cV − γkTV − hVRAIR, (6)

dRIIR

dt
= ψV − bRIIR,

dRAIR

dt
= fV + βRAIR.

In this model, the IIR (RIIR) represent cytokines and recruited
cells of the IIR, e.g., neutrophils and macrophages while the AIR
(RAIR) is represented as humoral immune response via B-cells
and antibodies. With the free virus, the RIIR expands at constant
rate ψ and dies at constant rate b. Herein, the effect of the IIR
is modeled by blocking the virus production rate p. The RAIR is
triggered by the virus and recruited at constant rate f . By clonal
expansion at rate constant β , the RAIR is activated and neutralizes
the virus with constant rate h. Note that in this coupled model
the dead cells D are replaced by new target cells at constant rate r
that represents the regeneration of susceptible cells (Handel et al.,
2010).

MODELING HIV INFECTIONS

HIV infects cells of the immune system and causes AIDS
within 2–15 years post infection. In 2016, the World Health
Organization (WHO) estimated that globally 36.7 million people
were living with HIV with 1.8 million new infections in
2016. More than 19.5 million of these were treated with a
lifelong antiretroviral therapy (ART), the current standard of
care. Nowadays, the replication of HIV can be controlled and
suppressed by the combination of at least three antiretroviral
drugs, e.g., by reverse transcriptase inhibitors and protease
inhibitors (WorldHealth Organization, 2017b). These drugs have
to be taken live-long and treatment regimens need to be adapted
regularly to keep the infection under control. To date, no curative
drugs and no vaccine against HIV are available.

Viral Dynamics
In the majority of cases, the infection with HIV follows a typical
pattern of three different phases (Figure 2) (Simon and Ho,
2003; Munier and Kelleher, 2007). The first weeks post infection,
the acute phase, are characterized by an exponential increase in
viral load accompanied by a rapid depletion of CD4+ T cells,
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FIGURE 2 | Course of HIV and CD4+ T cell concentration of an untreated HIV infection. Based on Fauci et al. (1996).

the target cells of HIV. Soon after the infection, the immune
response kicks in and initiates a decrease in viral load until a
constant level, the so-called set point, is reached (Ho, 1996).
Within this second asymptomatic phase, the virus persists for
years while CD4+ T cells continuously and slowly decline. The
third and final phase is characterized by a gradual depletion in
CD4+ T cells that is correlated with a strong increase in the
viral plasma concentration leading to AIDS (Alizon andMagnus,
2012; Maartens et al., 2014).

During the asymptomatic phase, the viral set point is
maintained by a balance in viral clearance and the total virion
production rate (ptotal = cV). Therefore, a strong increase in
viral load that is associated with a lower viral clearance rate
indicates a stronger total viral production rate ptotal > cV , while
a decrease in viral load refers to a higher clearance rate, ptotal <
cV . Perturbations of this system equilibrium, e.g., by blocking
viral production, lead to information on the rate constants and
insights into the course of the viral infection and the potential
of antiviral interventions (Perelson, 2002). At steady state and in
the absence of ART, it has been estimated that HIV is a rapidly
replicating virus that produces 1010 virions per day. Furthermore,
a rapid virus replication also requires strong viral clearance to
maintain the equilibrium (Perelson et al., 1996; Ramratnam et al.,
1999).

HIV replicates in CD4+ T cells, which are represented by
the target and infected cells in the target cell-limited model.
With a modified target cell-limited model, Ribeiro et al. (2010)
investigated the very early plasma viremia post exposure to HIV
in 47 HIV-positive patients. After a time delay of 24 h where the
virus became detectable (>50 RNA copies per mL), simulations
have shown an initial viral doubling time of 0.65 days. Viral
load peaked at 106 HIV RNA copies per mL after 14 days. The
subsequent viral decline was characterized by a virion half-life

of 1.2 days (c = 0.6 day−1). Moreover, for this early infection
stage, the authors calculated the basic reproductive ratio of R0 ∼

8, indicating rapid viral spread and the necessity of an early
intervention in order to reduce viral spread and to prevent
development of chronicity (Ribeiro et al., 2010). By measuring
the viral load in 10 HIV-positive patients for on average the first
100 days during primary infection, Stafford et al. (2000) have
shown that the target cell-limited model is able to reproduce the
interpatient variability within the highly dynamic initial phase
post infection. The model simulations provided strong evidence
that the initial viral load decline is due to a limitation in target
cells with an estimated lifetime of 2.5 days (δ = 0.39 day−1) for
infected virus-producing cells. However, the target cell-limited
model was not able to mimic the data in all the patients equally
well. Therefore, the authors suggested that processes not included
in the model, such as an involvement of the immune response
by CD8+ T cells or destruction of infected cells by cytotoxic
T lymphocytes (CTL), might be associated with the stronger
than predicted decrease of viral load observed in some patients
(Stafford et al., 2000).

Antiretroviral Therapy
For more than 20 years, HIV-positive patients are treated with a
combination of antiretroviral drugs. To analyze the effects of an
antiviral treatment regimen, the target cell-limited model can be
modified to include the effects of reverse transcriptase inhibitors
(εk) that block viral infectivity (k) and protease inhibitors (εp)
which reduce viral production (p) (Neumann, 1998). The effect of
a protease inhibitor has been investigated within the first 7 days
after the oral administration of Ritonavir (Perelson et al., 1996).
Following a pharmacokinetic delay, the patients responded well
to the Ritonavir treatment with a continuous decline in plasma
viral load. In order to study the viral decline under ART,
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Perelson et al. (1996) modified the target cell-limited model by
the assumption that by the time of drug administration newly
produced virions are non-infectious. After a pharmacokinetic
delay of about 1.25 days, the model reproduced the strong decline
in plasma viremia according to the Ritonavir-treated patients
(Figure 3A). The model predicted lifetimes of 2.2 days for virus-
producing infected cells and 0.3 days for virions (Perelson et al.,
1996). Note that at the onset of ART, the system is assumed
to be in steady state. By studying the long-term combination
therapy of the protease inhibitor Nelfinavir and the reverse
transcriptase inhibitors Zidovudine and Lamivudine, all the
patients responded in a similar viral decline pattern (Figure 3B).
After initiation of ART, a biphasic viral decline has been observed:
a rapid initial reduction in viral load and productively infected
cells (phase 1) followed by a slower decrease (phase 2). Perelson
et al. (1997) integrated long-lived CD4+ T cells and latently
infected lymphocytes that become productively virus-producing
cells upon activation as second sources of virus into the target
cell-limited model. The authors identified long-lived infected
CD4+ T cells with a half-life of 14.1 days (compared to a half-
life of 1.1 days of short-lived infected cells) and the continuous
release of trapped virus as the main contributors for the second
phase (Perelson et al., 1997). Subsequent studies have foundmore
accurate estimates for the virion half-life with 28–110min in
HIV-positive patients under plasma apheresis (Ramratnam et al.,
1999) and productively-infected CD4+ T cell half-life of 0.7
days under combination therapy (Markowitz et al., 2003). The
continuous viral replication upon activation that is associated
with viral persistence represents the challenge in finding a cure
for HIV. Even highly active antiretroviral therapy (HAART)

does not stop viral production completely, but can achieve a
suppression of the viral load in plasma below levels of detection
(<50 RNA copies per mL). It is assumed that the main reason
for failure to achieve a cure is viral latency. At the same time,
the transmission of drug-resistant virus strains is increasing,
resulting in increasing treatment failure rates (Little et al., 2002).

In patients with multi-drug resistant virus, Raltegravir
represents a promising new antiviral drug that inhibits integrase
and hence prevents the strand transfer of proviral DNA into
the host-cell genome (Steigbigel et al., 2008). Andrade et al.
(2015) analyzed the effect of Raltegravir in monotherapy and in
combination with the reverse transcript inhibitors Emtricitabine
and Tenofovir Disoproxil Fumarate by an extended target cell-
limited model that discriminates between infected cells with and
without integrated viral DNA. The authors found a biphasic
decline within the first phase during the first 10 days after onset
of ART (Figure 3C). A loss in infected cells with integrated
viral DNA and a half-life of ∼0.8 days (in agreement with 0.7
days in Markowitz et al., 2003) has been identified as the main
contributor to the first sub-phase (phase 1a). Cell loss and in
addition the integration of provirus into pre-integrated infected
cells have been identified as key contributors to the slower decay
in the second sub-phase (phase 1b). Interestingly, the half-life
of unintegrated infected cells depended strongly on the provirus
integration rate and has been estimated to lie between 4 and 7
days (Andrade et al., 2015). Cardozo et al. (2017) generalized
the model of Andrade et al. (2015) by taking long-lived infected
cells and the effect of protease inhibitor into account in order to
investigate the viral decay in presence or absence of Raltegravir
therapy (Cardozo et al., 2017). Herein, the therapy containing

FIGURE 3 | Schematic illustration of viral load decline after onset of ART. (A) Viral decline following a pharmacokinetic delay, (B) characteristic biphasic decline (phase

1 and 2), (C) two sub-phases (1a and 1b) within the first phase, (D) two sub-phases (2a and 2b) within the second phase.
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the integrase strand transfer inhibitor Raltegravir replaced as
well the first phase by two sub-phases. The traditional therapy
regimen without Raltegravir has shown the typical biphasic
decline in viral load. Under Raltegravir therapy, the first phase
was associated with the loss of short-lived cells while the second
phase corresponded to the loss of long-lived cells with a half-
life of ∼33 days. The decline of the short-lived cell population
within the first phase can be further separated by a loss of
productively virus-producing cells with a half-life of ∼0.8 days
in sub-phase 1a and by pre-integration cells that showed a half-
life of ∼1.8 days. Furthermore, long-lived cells showed a shorter
viral integration rate (0.05 day−1) compared to short-lived cells
with a viral integration rate of 2.6 day−1 (Cardozo et al., 2017).

Moreover, in patients under long-term ART, Palmer et al.
(2008) studied a second biphasic decline within the second phase
referring to two sources of viremia with persisting virus for more
than 7 years (Figure 3D) (Palmer et al., 2008). Kim and Perelson
(2006) introduced a model extended by the proliferation of
latently infected CD4+T cells without being activated (bystander
proliferation) and explained the persistence of a latent reservoir
(Kim and Perelson, 2006). Chomont et al. (2009) observed these
results experimentally and identified two different memory T
cells contributing to the long-lasting reservoir and thus the
persistence of HIV for decades (Chomont et al., 2009). Therefore,
an early antiretroviral intervention is necessary to limit the size of
the latent reservoir.

However, to understand the effect of ART within the host
cell, a comprehensive investigation of the viral life cycle is
necessary. Reddy and Yin (1999) described a detailed model of
the intracellular viral growth starting with reverse transcription
to particle production and maturation. Their simulation results
and sensitivity analysis predicted a highermonotherapeutic effect
of reverse transcription inhibitors (εk) than protease inhibitors
(εp). A 10-fold decrease in viral reverse transcriptase reduced
the overall viral replication to <1%. Moreover, they found that
the 10-fold inhibition of Rev—a regulator protein of virion
production—increased the viral production, whereas a 100-fold
inhibition decreased the production of virions (Reddy and Yin,
1999). These results indicate that incomplete inhibition might be
compensated that might lead to adverse and unwanted effects.

As with other RNA viruses, the HIV genome is highly variable,
posing its own challenges to treatment. For example, the trans-
activating regulatory protein Tat controls gene expression and
activates viral transcription by binding at the trans-activating
response element TAR (Karn and Stoltzfus, 2012). It has been
shown that point mutations in Tat may lead tomore virulent HIV
strains with higher stability and transcription efficiency which
aggravate the development of novel antiretroviral drugs (Ronsard
et al., 2014, 2017a; Ronsard, 2017b). On the other hand, Tat might
be a promising vaccine candidate and has shown potential in
the reduction of HIV plasma viremia associated with a reduced
immune activation (Gray et al., 2016). Taking genomic variability
and genetic drift of HIV under treatment into account is an
important issue, and several authors have modeled the within-
host evolution of HIV under selective pressure, see for example
(Ribeiro and Bonhoeffer, 2000; Wodarz and Lloyd, 2004; Ball
et al., 2007; Rong et al., 2007a,b; Xiao et al., 2013).

Role of CD8+ T Cells and the Latent
Reservoir
Interestingly, within HIV cohort studies [VISCONTI (Goujard
et al., 2012; Sáez-Cirión et al., 2013) and SPARTAC (Salgado et al.,
2011)] patients have been identified who were able to control
HIV infection (<50 RNA copies per mL) after ART cessation,
so-called post-treatment controllers. Moreover, there are HIV
infected patients (elite controllers) which are able to control and
suppress plasma viral load (<50 RNA copies per mL) naturally
without ART. In HIV long-term non-progressors, significantly
stronger and more complex CD8+ T cell responses associated
with higher HIV directed CD8+ proliferation and more effective
killing of infected CD4+ T cells have been observed (O’Connell
et al., 2009). Recently, Conway and Perelson (2015) extended the
target cell-limited model by CTL and latently infected CD4+
cells. Herein, for a very strong immune response, the same
dynamics as in elite controllers has been observed. With respect
to the size of the latent reservoir, an insufficient CTL response
resulted either in viral rebound or post-treatment control.
Therefore, post-treatment control after ART cessation depends
strongly on a small latent reservoir. The authors suggested
therapeutic vaccination to increase the strength of the CTL killing
rate and latent reversing agents to decrease the size of the latent
reservoir (Conway and Perelson, 2015).

Promising advances in the treatment of latent HIV have
been made by an induction and clearing strategy of the latent
reservoir, so-called “kick and kill.” Kick refers to the activation
of the HIV provirus replication of the latent reservoir, while kill
refers to the clearance of reactivated cells by the immune system
and/or ART (Barton et al., 2013). For example, vaccinating
HIV-positive patients under HAART has shown a transient
increase of CD4+ T cell killing and thus a temporary decrease
of the latent reservoir (Persaud et al., 2011). Another possibility
to activate HIV in latent CD4+ T cells may be achieved by
Vorinostat, a histone deacetylase inhibitor. Vorinostat has been
shown to be very effective in the induction of HIV transcription
in resting memory CD4+ T cells in patients under ART (Archin
et al., 2012). To understand the effect of Vorinostat on resting
CD4+ cells and the whole latent reservoir, Ke et al. (2015)
have developedmathematical models of latency under Vorinostat
therapy. They could show that Vorinostat transiently activates
HIV transcription but does not reduce the reservoir itself,
indicating the necessity of a combination therapy (Ke et al.,
2015). In 2015, HIV/AIDS disappeared from the list of the top
10 causes of deaths, indicating that substantial progress has been
made by extensively investigating HIV, both experimentally and
theoretically. Moreover, from 2000 to 2015 the number of people
receiving ART increased from 770,000 to 18.2 million, with a
projection of 30 million people on ART in 2020 (Boerma et al.,
2015).

HEPATITIS C VIRUS

The blood-borne HCV is a plus-strand RNA virus that causes
the acute hepatitis C infection, as well as life-threatening chronic
hepatitis C-related diseases like liver cirrhosis or hepatocellular
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carcinoma. Worldwide, ∼80 million people live with chronic
hepatitis C with annually 400,000 deaths. For decades, the
therapy of choice was based on standard or pegylated interferon
(IFN/peg-IFN) and achieved a sustained virologic responses
(SVR) between 30 and 60% for IFN and 40–65% for peg-
IFN, depending on the HCV genotype and disease progression.
Recently, DAAs were introduced to HCV treatment, and
increased cure rates to over 90% (World Health Organization,
2016b).

Viral Dynamics
During an acute HCV infection, the viral load increases in a
biphasic manner, reaching a peak of 105-107 IU per mL and is
then cleared by the host immune response. However, 55–85% of
HCV patients develop chronic hepatitis C with persisting virus
(Hoofnagle, 2002). Thimme et al. (2001) found that the outcome
of an acute infection and its correlation with HCV control is
associated with a sustained CD4+ and CD8+ T cell response
(Thimme et al., 2001). The biphasic increase in the plasma viral
load has been characterized by a rapid viral rise followed by a
slower increase, with viral doubling times in the two phases of
0.5 and 7.5 days, respectively (Major et al., 2004). In between
these two phases, Dahari et al. (2005) observed a transient
reduction in viremia and introduced a generalized model that
allows the inhibition of virus production. Model simulations
suggest that during that transient decrease of plasma viral load,
the endogenous type I IFN response blocks virion production,
but without controlling the HCV replication completely (Dahari
et al., 2005).

Antiviral Treatment
To estimate the absolute efficacy of IFN therapy, Neumann
(1998) integrated the effect of IFN-α into the target cell-limited
model by inhibiting the virus production rate (p) or the de
novo infection rate (k). After initiation of IFN-α therapy, plasma
viral load declined in a similar biphasic manner as has been
observed in HIV patients, with a strong first followed by a slower
second decrease, resulting in persistence of HCV. Following a
pharmacokinetic delay of ∼9 h, this biphasic viral decline could
be reproduced in the model by partial blocking of the viral
production rate with εp < 1. Furthermore, the clearance of
free virions (c) and therapy efficacy (ε) led to the initial rapid
decline while the loss of infected cells (δ) represented the second
slower phase. Due to a dose-dependent virus reduction, the
authors suggested to increase IFN dosage in treatment for a better
antiviral effect early in the infection. They estimated the virion
half-life to be∼2.7 h (c = 6.2 day−1) and the infected cell half-life
of 1.7–70 days (δ = 0.14 day−1). Before the initiation of therapy,
the estimated virion production and clearance rates were 1012

virions per day (Neumann, 1998).
In some patients, a triphasic decline with a more rapid third

phase has been observed under treatment with pegylated IFN-
α in monotherapy or in combination with Ribavirin. Herrmann
et al. (2003) suggested the possibility that the third phase decline
could be the result of an infected cell loss enhanced by immune-
mediated clearance of Ribavirin (Herrmann et al., 2003). In
some patients with the triphasic decline, the second phase

represented a 4–28 days lasting shoulder phase where HCV was
slowly decreasing or remained constant. With a modified model
concerning the proliferation of uninfected and infected cells,
Dahari et al. (2007b) could reproduce this triphasic pattern only if
the majority of hepatocytes were assumed infected. Furthermore,
an uninfected hepatocyte proliferation rate higher than the rate
of infected cell loss resulted in that almost balanced shoulder
phase. According to model simulations, the shoulder phase or
even a biphasic viral decline are not observed if Ribavirin effects
infected cell loss (δ) or inhibits the viral production rate (εp).
The authors suggested that the rapidly decreasing third phase
in patients with combination therapy of peg-IFN and Ribavirin
might be explained by a mutagenic effect (Dahari et al., 2007b).

Direct Acting Antivirals
Combination therapy of peg-IFN with Ribavirin achieves a SVR
in only around 50% of patients with HCV genotype 1 (Manns
et al., 2001; Fried et al., 2002). With DAAs a new era began by
targeting HCV-encoded proteins that are directly involved in the
viral life cycle (Figure 4; Scheel and Rice, 2013). A combination
of peg-IFN plus Ribavirin with the DAA Telaprevir—an HCV
NS3/4A serine protease inhibitor—increased the SVR to around
70% (Jacobson et al., 2011). By modeling the antiviral effect of
Telaprevir, Guedj and Perelson (2011) found a 4-fold higher viral
decline during the second phase of the biphasic decline with
Telaprevir (δ = 0.58 day−1) compared to the IFN-based therapy
[δ = 0.14 day−1; Neumann, 1998]. The authors suggested a
higher infected cell death as well as intracellular degradation of
viral RNA as modes of action for Telaprevir (Guedj and Perelson,
2011).

Age-Based Multi-Scale Modeling
In 2010, a promising HCV NS5A inhibitor BMS-790052
(Daclatasvir; Kim et al., 2016) has been associated with a 3-
log(10) reduction in viremia within the first 24 h, thus offering
a highly potent drug (Gao et al., 2010). To understand and
compare the mechanisms of action of Daclatasvir and IFN,
Guedj et al. (2013) introduced an age-based multi-scale model
by integrating intracellular processes, i.e., the antiviral effect
on viral RNA replication and particle assembly/secretion, into
the target cell-limited model (Equation 4, Figure 2C). For
Daclatasvir, the model predicted a 99.0% effective blocking
of viral RNA replication (εa) and 99.8% effective inhibition
of assembly/secretion (εs). The viral clearance rate has been
estimated as c = 22.3 day−1, corresponding to an HCV half-
life of 45min, while the intracellular viral RNA had a half-life
of on average 11 h. Compared to Daclatasvir, IFN showed a
dose-dependent efficacy of 77–96% in blocking intracellular viral
replication and only 39% in blocking assembly/secretion, which
confirmed the IFN-mediated viral replication inhibition as the
main mode of action. Interestingly, the strong antiviral effect
of Daclatasvir has been observed only when efficiently blocking
both, intracellular viral replication and assembly/secretion. If
Daclatasvir was assumed to inhibit only the intracellular viral
replication, the kinetics was comparable with that of IFN
monotherapy (Guedj et al., 2013).With a similar age-basedmulti-
scale model including intracellular viral RNA replication, viral
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FIGURE 4 | Schematic illustration of DAAs and their HCV target proteins. Based on Bartenschlager et al. (2011).

RNA degradation, and assembly/secretion, Rong et al. (2013)
investigated the antiviral effect of the HCV protease inhibitor
Danoprevir. They found that Danoprevir was more efficient in
inhibiting viral RNA replication (97%) and enhancing viral RNA
degradation than inhibiting assembly/secretion (57%). However,
for the Danoprevir monotherapy the viral clearance rate has
been estimated with c = 10.4 day−1, corresponding to a
virion half-live of 1.6 h (Rong et al., 2013). The age-based multi-
scale modeling strategy has shown huge potential in comparing
treatment regimens and identifying modes of action of new
DAAs.

IFN-Free Therapy
Regarding the severe side effects that have been reported with
IFN-based therapy (Heim, 2013) and the improved therapeutic
response to DAAs, an IFN-free therapy became more and
more desirable. Patients treated with the DAA Mericitabine,
a nucleoside NS5B HCV polymerase inhibitor, have shown a
slower initial viral decline (phase 1) compared to, e.g., the
IFN-based therapy, NS5A or non-nucleoside NS5B inhibitors.
However, in 40% of the patients, a slow but monophasic viral
decline has been observed within the 14 days of Mericitabine
treatment. Model predictions have shown that Mericitabine
blocks effective viral production whereas the efficacy increases
with the accumulation of intracellular phosphates (Guedj et al.,
2012). However, a faster initial decline compared to Mericitabine
but slower than for other DAAs has been found by evaluating
the efficacy of single and co-treatment with the nucleoside
HCV NS5B polymerase inhibitors Sofosbuvir and GS-0938. By
comparing mono and combination therapy of DAAs of the same
family, it was shown that both drugs alone were highly effective
and only minor more effective in combination, suggesting an
antiviral combination therapy with DAAs of different families
(Guedj et al., 2014).

Clinical trials investigating the combination of Sofosbuvir
with Ledipasvir (an HCV NS5A inhibitor) with and without
Ribavirin have proven highly effective and safe with a SVR

>90% (Afdhal et al., 2014a,b; Kowdley et al., 2014). Using a
mathematical model, Dahari et al. (2016) analyzed the curing
time of Sofosbuvir in combination with either Daclatasvir,
Simeprevir, or Ledipasvir within a 12-week treatment duration
in 58 patients with chronic hepatitis C. Their simulations show
that 98% of patients achieved a SVR with less than one remaining
hepatitis C virion. Interestingly, after 6 weeks of treatment, 100%
of patients have shown viral loads <15 IU per mL and no
detectable virions in 91% of patients. Additionally, the model
predicted that therapy could be shortened in more than 80% of
the patients, resulting in a reduce in medication costs by 16–20%
(Dahari et al., 2016).

Host Factor Targeting and Intracellular
Models
A limitation of the DAA-based therapy is the possibility of
developing viral resistance, i.e., emergence of drug-escaping
variants dependent on patient groups, HCV genotype, and
treatment regimen (Pawlotsky, 2016). In patients treated with
Telaprevir over a period of 14-days, Kieffer et al. (2007) found
not only an increase in plasma viral load, but also an increase
in drug-resistant variants, which replaced the wild-type HCV
almost completely at day 15 (Kieffer et al., 2007). Therefore,
attention must be paid to finding an effective therapy regimen
so that development of drug resistance is avoided. Another
alternative treatment strategy is to not directly target the virus,
but rather aim for cellular co-factors, since the virus depends
strongly on the living host cell for efficient replication. As an
example, Cyclophilin B has been identified as a cellular factor
modulating the RNA binding activity to HCV NS5B polymerase
and thus regulating the HCV replication (Watashi et al., 2005).
Liu et al. (2009) reported an interaction of Cyclophilin A and
the HCV NS5B polymerase, and predicted that Cyclophilin A
as a major key host factor for an active replicase (Liu et al.,
2009). Cyclophilin inhibitors such as Alisporivir (Gallay and Lin,
2013), SCY-635 (Hopkins et al., 2012), and NIM 88 (Lawitz
et al., 2011) have confirmed the potential in disrupting the HCV

Frontiers in Microbiology | www.frontiersin.org 9 July 2018 | Volume 9 | Article 1546

PUBLICATIONS

46



Zitzmann and Kaderali Viral Dynamics and Treatment Strategies

replication. This and other findings on host factors have proven
how important a detailed understanding of the HCV life cycle
and the host interaction is.

To characterize the intracellular viral replication in more
detail, Dahari et al. (2007c) developed a detailed mathematical
model investigating the single steps of intracellular RNA
replication. The model with cytoplasmic translation and RNA
replication within a replication compartment has shown that
HCV regulates the plus-strand to the minus-strand relation by
a strand-specific affinity of HCV NS5B polymerase. Additionally,
the authors have shown that the virus benefits from encapsulating
its genome replication inside membranous replication sites
(Dahari et al., 2007c). Using an extended model and based on
detailed measurements of the initial replication kinetics, Binder
et al. (2013) mimicked the highly dynamic initial phase within
the first hours post infection until steady state of minus-strand
RNA, plus-strand RNA, and protein activity. An important
finding of this model is the role of the protective replication
compartment in which HCV replicates its genome. On the
one hand, this compartment appears to protect the virus from
antiviral mechanisms and is required for the establishment of
a successful replication, on the other hand, this compartment
also seems to limit viral growth and thus exerts tight control
over the viral dynamics. By the integration of host factors into
the model, the authors showed that cellular co-factors that are
involved in the formation of the membranous replication sites
and the initiation of minus-strand synthesis are responsible for
differences in replication efficacy in different cell lines (Binder
et al., 2013).

Recently, Benzine et al. (2017) have estimated the half-
lives of the replicase complex (a complex of viral and cellular
proteins associated with viral genome synthesis) in slowly and
rapidly replicating HCV strains. Their mathematical model
distinguishes between different viral plus-strand RNA genomes—
RNA associated with translation, RNA responsible for RNA
synthesis in the membranous web and the replicase complex,
as well as RNA that is assembled and packed into virions.
The authors estimated replicase complex half-lives of 3.5 h for
the fast replicating strain and 9.9 h for the slow replicating
strain and speculated that differences in the amino-acids in
non-structural (NS) proteins that are responsible for replicase
complex formation as well as the interactions with each other
or host proteins are underlying the observed differences in half-
lives. Furthermore, the antiviral efficacy has been integrated by
the effect of the NS5A inhibitor Elbasvir, the NS5B inhibitor
Sofosbuvir, and Compound 23. Sofosbuvir inhibits the plus- and
minus-strand synthesis, Elbasvir blocks the formation of new
replicase complexes and the viral assembly while Compound 23
inhibits the formation of replicase complexes. For the slowly
replicating strains, the model predicted that by blocking viral
assembly, the RNA is increasingly used for translation while that
redirection was very low in fast replicating viral strains (Benzine
et al., 2017).

Clausznitzer et al. (2015) developed a multi-scale model
combining the target cell-limited model with detailed
intracellular replication to investigate the specific effect of
Daclatasvir that targets HCV NS5A within the first 2 days

post drug administration. For Daclatasvir, the exact mode of
action is still unknown. The authors compared different putative
mechanisms concerning the initial and long-term dynamics.
Blocking viral replication affected the long-term dynamics, while
blocking viral assembly/secretion had an effect on the initial and
the long-term dynamics. Interestingly, a complete inhibition of
viral assembly/secretion did not eradicate the virus. Additionally,
it has been shown that the host factor affected the long-term
dynamics and represented the main parameter in individual
differences in the viral replication efficacy (Clausznitzer et al.,
2015).

In a mouse model, Mailly et al. (2015) have shown that the
inhibition of Claudin1-mediated viral entry by Claudin1-specific
monoclonal antibodies has shown highly effective in preventing
HCV infection without the emergence of resistance. By using the
target cell-limited model that has been extended by the effect
of monoclonal antibodies which inhibit the de novo infection
rate (k), the model predicted the clearance of infected cells and
the prevention of new infection (Mailly et al., 2015). Thus, the
inhibition of cellular co-factors that mediate viral entry might be
a promising strategy to prevent and eradicate HCV.

INFLUENZA VIRUS

The seasonal influenza is an acute infection of the respiratory
tract caused by influenza virus of types A, B, and C. Annually,
on average 3–5 million people worldwide are infected. The
disease is often associated with severe symptoms and leads to
250,000–500,000 deaths per year. Two classes of antiviral drugs
are available against influenza: neuraminidase inhibitors and M2
proton channel blockers. However, the most effective strategy
against a seasonal influenza infection is the prevention by a
vaccination, which has been proven to be safe and effective for
more than 60 years (World Health Organization, 2017c).

Viral Dynamics and Immune Response
The course of infection with IAV is characterized by an
exponential growth of viral load, reaching its maximum 2 days
post infection (Figure 5). Within the following days, the viral
load declines until the virus becomes undetectable within 6–8
days post infection (Wright et al., 2013). Baccam et al. (2006)
modified the target cell-limited model, taking the rapid dynamics
of IAV into account. Their model neglects the regeneration and
death of target cells (Baccam et al., 2006). With the assumption
that progeny virus is undetectable within the first 6–8 h (Sedmak
and Grossberg, 1973), an eclipse phase was incorporated into
the model that characterized the time delay from cell infection
to virus production. In order to model the eclipse phase, the
authors introduced two different infected cell populations: not
yet virus producing infected cells that are in the eclipse phase
(I1) and actively virus producing infected cells (I2, Equation
5). With data of patients experimentally infected with IAV,
mathematical models with and without the eclipse phase have
been analyzed. The authors could show that both models fit
the patient data equally well, whereas the eclipse phase model
estimated biologically more reasonable parameters with a half-
life of free virion of 3.2 h. Furthermore, after a 6 h delay, the
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FIGURE 5 | Course of an IAV infection (viral load), the innate immune response (interferon), and the adaptive immune response (antibodies and CTL). Inspired by

Beauchemin and Handel (2011) and Wright et al. (2013).

infected cells are producing virus for about 5 h, leading to an
average lifetime of about 11 h for infected cells. Additionally,
the authors calculated the basic reproductive ratio R0 ∼ 22
indicating a rapid viral spread (R0 ≫ 1) where 1 cell infects∼ 22
other epithelial cells in the upper respiratory tract, suggesting that
an early initiation of treatment is crucial. Interestingly, in 50%
of the patients a second peak in viral load has been observed.
By extending the target cell-limited model by the effect of IFN
(Equation 5), the second peak might be explained by a decreasing
antiviral effect of IFN (Baccam et al., 2006).

During IAV infection, IFN is detectable 24 h post infection
reaching a maximum after 72–96 h (Roberts et al., 1979). IFN
plays a major role in the inhibition of viral infection and
establishing an antiviral state (Samuel, 2001). In turn, the IAV
protein NS1 has been identified as an IFN antagonist that
circumvent the IFN-mediated antiviral response and correlates
with pathogenicity (Garcia-Sastre et al., 1998). Saenz et al. (2010)
extended the target cell-limited model by the regulation of the
IIR. Herein, IFN is released by infected cells which induce an
antiviral state by turning target cells into refractory cells. Model
predictions demonstrated the major role of IFN in controlling
early infection by protecting target cells (Saenz et al., 2010).

To capture the interaction of IAV with the IIR and AIR,

Pawelek et al. (2012) included an antiviral state by refractory
cells, as well as an IFN-induced infected cell killing into the
target cell-limited model. The authors have shown that the early

viral infection might be controlled by target cell depletion. The

rapid viral post-peak decline could be explained by the enhanced
infected cell killing mediated by cytokines, natural killer cells,
or other cells activated by IFN. Moreover, the authors were able

to mimic the bimodal pattern with a rebound of plasma viral
load observed in 50% of the patients (Baccam et al., 2006). They
assume that this second peak is due to a loss of the antiviral
effect of IFN leading to a recovery of target cells (Pawelek
et al., 2012). By comparing the dynamics of four different
IAV strains in a mouse model, Manchanda et al. (2014) have

shown a strain-specific rebound in viremia leading to a second
peak. Furthermore, model predictions explained the rebound
by persistent inflammation that correlated with disease severity
(Manchanda et al., 2014).

The AIR is mainly mediated by CTLs and antibodies
which appear at day 5 after primary infection and at day 3
after reinfection, resulting in a faster memory cell-mediated
secondary response (Tamura and Kurata, 2004). Handel et al.
(2010) extended the target cell-limited model by simple defense
mechanisms of immune mediators, e.g., inflammatory cytokines,
as well as antibodies or CTLs (Equation 6). It has been shown
that the models with either antibody (killing of free virions) or
the CTL-mediated immune response (killing of infected cells) fit
the data equally well. A distinction of the underlying mechanisms
of the AIR was not possible with the available data (Handel et al.,
2010). Miao et al. (2010) combined CTL and antibodies, IgG and
IgM, within amathematical model and confirmed the necessity of
CTL and IgM in infection clearance, leading to average half-lives
for infected cells of∼0.5 days and for free virions of∼1.8min. In
the absence of an AIR (days 0–5), the half-lives for infected cells
have been estimated with ∼1.2 days and for free virions ∼4 h.
Furthermore, the model predicted the contribution of CTLs in
killing infected cells while mainly IgM cleared the viral load. Due
to a low contribution of IgG in primary infection clearance, the
authors suggested a role of IgG together with CD4+ T cells in
generating a memory and therefore a second immune response
(Miao et al., 2010).

Risk Factor Age
The recommended prevention of an influenza infection is a
vaccination that reduces severity, complications, and deaths
especially in elderly. However, due to a lower antibody response
in elderly (age >65 years) the vaccine efficacy is only 17–
53% compared with 70–90% in young adults (Goodwin et al.,
2006). Hernandez-Vargas et al. (2014) studied the impact of
age on the immune response to the course of IAV infection
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and have shown a limited stimulation of the adaptive immune
cells that led to a reduced viral growth with a 1.5 lower R0 in
immune naïve aged mice. Additionally, a delayed (1–2 days)
infection clearance correlated with a delayed increase of CD8+
T cells in aged mice, indicating a key role of CD8+ T cells in
infection clearance. Therefore, the 10-fold lower viral burden
might trigger the immune response insufficiently, explaining
the striking difference between infection control and viral titers
in elderly and young mice (Hernandez-Vargas et al., 2014).
However, these experimental results and modeling predictions
are valid for immune naïve aged mice. To study the efficacy of
vaccination in elderly, the validation of these results in humans
would be appropriate, but is obviously more complicated.

Modeling the effect of CD8+ T cell populations to recurrent
IAV infections, Zarnitsyna et al. (2016) have shown that an
increase in CD8+ T cell levels led to a decreased viral load and a
shorter recovery time. The model of Cao et al. (2016) confirmed
the relationship of a faster recovery with an increased level of
effector CD8+ T cells. Thus, the induction of CD8+ T cells
might be a promising vaccination strategy instead of boosting
the antibody response that might lead to antigenic mutations
and constantly evolving new influenza strains (Cao et al., 2016;
Zarnitsyna et al., 2016).

Antiviral Drugs
The effect of Amantadine, an antiviral agent acting as an
M2 ion channel blocker, has been included into the eclipse
model (Baccam et al., 2006) by affecting the infection rate
(k) of target cells by virions. The authors show that the
maximum drug efficacy for Amantadine is only 74%, this can
be explained by a possible rapid development of drug resistance.
For the characterization of the viral dynamics under Adamantane
treatment (e.g., Amantadine), it is therefore important to take the
emergence of drug-resistance into account (Beauchemin et al.,
2008).

Canini et al. (2014) investigated the effect of Oseltamivir
(a neuraminidase inhibitor) using a model combining antiviral
treatment regimen, IIR, and AIR, as well as a scoring system
for symptoms, and the emergence of drug resistance as a
random event. The authors show that the prophylactic use
(pre-symptomatic phase) of Oseltamivir in low doses may
cause a 27% higher emergence of drug resistance during the
incubation period, due to an insufficient AIR, e.g., by natural
killer cells. The initiation and duration of treatment, drug doses,
as well as treatment frequency have been identified as crucial
factors for the emergence of drug resistance (Canini et al.,
2014). Kamal et al. (2015) studied the time course of influenza
infection with and without Oseltamivir that had an effect on
the virion production rate by inhibiting the release of newly
produced virions (viral shedding). They have shown that a sooner
initiation of Oseltamivir treatment correlates with a decreased
viral secretion duration. By investigating the effect of a combined
treatment, they found that the effect of Oseltamivir together with
an antiviral drug affecting viral clearance had significant better
effects reducing viral load, regardless of the onset of therapy
(Kamal et al., 2015).

Heldt et al. (2013) developed an age-based multi-scale model
combining the viral life cycle with cell-to-cell transmission with
the aim to investigate the effect of DAAs. The authors found
the most promising antiviral strategy by interfering with viral
transcription, replication, protein synthesis, nuclear export, and
assembly/secretion, while inhibiting early steps in replication—
virus entry—caused only a delayed virus production. They
additionally showed that some drugs could in fact increase
the virus production, indicating how important a detailed
understanding of the dynamic events in the virus life cycle is
(Heldt et al., 2013). Schelker et al. (2016) investigated early events
in the viral life cycle within a 3D diffusion modeling approach
that identified the time point of endocytosis and the distance
of diffusion to the nucleus as a bottleneck, supporting cytosolic
degradation as limiting factors for efficient virus replication
(Schelker et al., 2016).

OTHER VIRUSES

Ebola Virus
From 2013 on, EBOV of the type Zaire has caused the largest
outbreak to date in West Africa with reported 29,000 disease
cases and 11,000 deaths. An untreated acute Ebola infection
causes severe illness with a fatality rate of on average 50% (World
Health Organization, 2017a). EBOV is a negative-stranded RNA
virus that replicates in immune cells, with the ability to persist in
immune-privileged sites such as the central nervous system and
may thus lead to viral relapse (Jacobs et al., 2016). No specific
treatment is currently available, but recently a clinical trial with a
newly developed vaccine (rVSV-ZEBOV) has shown to be highly
protective against the Ebola disease (Henao-Restrepo et al., 2017).

To capture the Ebola infection dynamics, Nguyen et al. (2015)
used the target cell-limited model and compared EBOV to
pandemic IAV. EBOV infection time is significantly slower than
IAV infection time (9.5 h vs. 30–80min) (Holder et al., 2011;
Pinilla et al., 2012; Nguyen et al., 2015). Furthermore, the viral
replication rate has been estimated as ∼63 ffu/mL day−1 cell−1,
EBOV is hence highly efficient with a virion half-live of ∼23 h
(c = 1.05 day−1) (Nguyen et al., 2015). Unfortunately, these
results are uncertain due to parameter identifiability problems.
Nonetheless, the target cell-limited model confirmed the viral
growth seen in experimental data, starting at day 3 post infection
with a complete target cell depletion at day 6. Madelain et al.
(2015) extended the target cell-limited model by an eclipse phase
(non-/virus-producing infected cells) and found a half-life for
virus-producing infected cells of 6.4 h and a basic reproductive
ratio of R0 ∼ 9. The authors furthermore studied the antiviral
effect in mice treated with Favipiravir, an antiviral drug that
blocks the RNA-dependent RNA polymerase in a broad spectrum
of RNA viruses (Furuta et al., 2013). By inhibiting the virus
production rate p, they found a sharp decrease in viral load
that was associated with an increasing drug efficacy of 95, 98.5,
and 99.6% at days 2, 3, and 6 after the onset of treatment.
Since Favipiravir achieves its maximal efficacy after 3 days, an
early treatment initiation is suggested (Madelain et al., 2015).
With patient data of survivors and fatalities from the Uganda
Ebola disease outbreak in 2000/2001, Martyushev et al. (2016)

Frontiers in Microbiology | www.frontiersin.org 12 July 2018 | Volume 9 | Article 1546

Literature review: Viral replication dynamics models

49



Zitzmann and Kaderali Viral Dynamics and Treatment Strategies

studied the relationship between virus replication and disease
severity. For this purpose, they extended the target cell-limited
model by two target cell populations: potential target cells (T2),
that are recruited via proinflammatory cytokines (e.g., recruited
macrophages, hepatocytes, splenocytes, and endotheliocytes),
which become susceptible target cells (T1), that are the primary
target for viral replication (e.g., macrophages and dendritic cells).
Ebola disease severity is described by a 2 log(10) higher plasma
viral load, that is correlated with an extensive recruitment of
potential target cells and a 2.2-fold higher basic reproductive
ratio; R0 ∼ 6 for fatal cases and R0 ∼ 2.8 for nonfatal
cases. Hence, the higher viral load in fatal cases and a massive
infection/hypersecretion of cytokines by active virus-producing
replication cells is associated with the potential severity of the
Ebola disease (Wauquier et al., 2010; Martyushev et al., 2016).
Additionally, antiviral intervention of (i) an antibody-based
therapy that affects the de novo infection (k), (ii) a siRNA-based
treatment that blocks viral production (p), and (iii) a nucleoside
analog-based therapy (e.g., Favipiravir) have been evaluated in
mono- and combination therapy. The combination of nucleoside
analog-based therapy and siRNA-based turned out to be most
efficient if initiated 4 days post symptom onset, while the
antibody-based therapy seemed insufficient (Martyushev et al.,
2016). The authors then demonstrated that a critical inhibition
rate of 80.5% in fatal cases and 58.5% in nonfatal cases is needed
to prevent fatal outcomes of the Ebola virus disease.

Dengue Virus
The DENV is a positive-stranded RNA virus, infecting annually
390 million people worldwide. DENV is spread mainly by
the mosquitos Aedes aegypty and Aedes albopictus, which
also transmit Chikungunya Virus, Yellow Fever Virus, and
ZIKV. There are four serotypes of DENV, causing flu-
like illness occasionally associated with severe complications
like hemorrhagic fever. A cleared dengue infection provides
a serotype-specific lifelong immunization, while secondary
infections with another serotype can result in severe dengue
disease. Currently, there is no antiviral treatment available,
but a recently developed dengue vaccine (CYD-TDV; Villar
et al., 2015) is suggested for endemic regions (World Health
Organization, 2016a).

To explain inter-individual differences in DENV infection
dynamics, Clapham et al. (2014) extended the target cell-
limited model by a simple AIR. Moreover, differences between
primary and secondary infection could be explained by the
variations in the immune response. For a secondary infection,
the immune response-related parameters have shown higher
values, e.g., the immune cell proliferation rate and the virus
clearance rate. Interestingly, the infectivity rate constant (k) has
also reached higher values in a secondary infection compared
to a primary infection, supporting the hypothesis of antibody-
dependent enhancement where antibodies mediate virus entry
and thus increase the viral infectivity in a secondary infection
(Clapham et al., 2014). In a subsequent study, Clapham et al.
(2016) investigated the antibody dynamics within a target cell-
limited model predicting the role of IgM and IgG in the course
of a dengue infection. They showed that a primary infection was

mainly cleared by IgM while a secondary infection was cleared
by IgG and IgM. These results refer to the key role of IgM in
DENV infection clearance. Furthermore, best fitting results have
been found by assuming that antibodies directly neutralize free
virus compared to a clearance of infected cells, e.g., via antibody-
dependent cell cytotoxicity. However, model predictions have
shown a short life-span of infected cells with 0.3 days referring to
additional immune-mediated clearance mechanisms (Clapham
et al., 2016).

Ben-Shachar and Koelle (2014) developed a series of within-
host dengue models integrating key players of the IIR and AIR
in order to investigate the viral dynamics and development of
severe dengue disease. They extended the target cell-limited
model only by the IIR and were able to reproduce the viral
dynamics in primary infection. Furthermore, they showed that
higher rate constants for infectivity (k; evidence for antibody-
dependent enhancement) and infected cell death (δ; evidence
for T cell response with increasing severity) were necessary to
mimic the viral dynamics of a secondary infection (Ben-Shachar
and Koelle, 2014). Recently, Ben-Shachar et al. (2016) refined
these results by investigating serotype-specific differences. The
higher infectivity rate constants (k) estimated for DENV-2 and
DENV-3 compared to DENV-1 in their model were consistent
with varying replication efficacy of different dengue serotypes
(Ben-Shachar et al., 2016).

With a population-based delay model coupled to the IIR,
Schmid et al. (2015) studied the attenuated viral spread of
a DENV mutant that is proposed as a vaccine candidate. In
their work, they show that the DENV mutant has a faster IFN
activation and production which establishes an antiviral state in
infected cells and leads to an 8-fold decreased viral production
and spread compared to the wildtype DENV. Furthermore,
their model shows a stronger impact of the autocrine IFN in
comparison to the paracrine effect on reducing viral spread
(Schmid et al., 2015).

Zika Virus
ZIKV is a plus-stranded RNA virus that is mainly carried and
transmitted by Aedes mosquitos, but sexual transmission has
as well been reported (Foy et al., 2011; Musso et al., 2015;
D’Ortenzio et al., 2016). Human infections with ZIKV usually
cause only mild disease with similar symptoms as seen in DENV
infections. However, during the recent outbreak in Brazil with
estimated 440,000–1,300,000 Zika cases (Heukelbach et al., 2016),
ZIKV has been associated with neurologic complications such as
Guillain-Barré syndrome and fetal microcephaly (World Health
Organization, 2017d).

Recently, Best et al. (2017) developed a series of models with
and without incorporation of the immune response and fitted
those to plasma viral load data of ZIKV-infected nonhuman
primates. Within that model series, the target cell-limited model
only extended by an eclipse phase that distinguishes between
non-actively and actively virus-producing infected cells was
the best-suited model to reproduce the data. Furthermore, the
incorporation of key players of the IIR or AIR, e.g., by IFN
or natural killer cells, respectively, did not improve the model
fitting and thus has been neglected. The simple eclipse phase
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model estimated an eclipse phase of ∼4 h (already observed via
modeling in Osuna et al., 2016) and a basic reproductive ratio
of R0 ∼ 10.7. The degradation rate of productively infected
cells was estimated with δ = 4.5 day−1, corresponding to a
lifetime of ∼5 h. The authors furthermore included the effect
of antiviral therapy by inhibition of the viral production rate.
With the broad spectrum RNA polymerase inhibitor Favipiravir,
the time to undetectable plasma viremia could be reduced by
2 days if the initiation of therapy starts at the time point of
infection (t = 0 days post infection). The therapy initiation
at day 2 post infection led to the same result compared to no
drug treatment, leading to undetectable plasma viral load after 5
days post infection (Best et al., 2017). By integrating the immune
response via IFN and neutralizing antibodies into the eclipse
phase model, Aid et al. (2017) found a positive effect of both
in controlling the viral infection in the periphery. The overall
best fit was achieved by initiating IFN response at day 1.5 while
the activity of neutralizing antibodies started at day 6 (Aid et al.,
2017).

CONCLUSION

For more than 20 years, the population-based target cell-limited
model has been used to describe the dynamics of a variety of
viruses. The interdisciplinary research combining experimental
measurements and mathematical modeling improved our
understanding of virus-host interactions and helped to quantify
key parameters of the viral life cycle. Simple mathematical
models allowed the investigation of the circumstances that lead
to viral eradication or the development of chronic infections
with an equilibrium of virus production and immune-mediated
clearance. Studying antiviral drug treatments with the target cell-
limited model enabled the identification of drug efficacy and
modes of action. Moreover, simple extensions of the model led
to insights into the different patterns of viral decline during drug
treatment and the evaluation of different treatment regimens. By
taking the immune system into account, mathematical modeling
helped to identify the key players for viral clearance.

A comprehensive and quantitative, dynamic understanding of
virus-host interactions is vital for advances in antiviral therapy,

and can be achieved by modeling the entire viral life cycle
from virus entry to particle production. This would support
not only the prediction of more precise modes of action of
DAAs, it would also help to identify and evaluate new treatment
opportunities or the potential of broad-spectrum antiviral drugs.
Drugs that interact directly with viral proteins have shown
enormous potential, but may lead to the emergence of virus
strain mutations, multi-drug resistance, and treatment failure.
Therefore, future research might focus more on resistance free
antiviral drugs, e.g., by targeting host factors or by the prevention
of viral diseases with vaccination. To support knowledge-based
design of such drugs and vaccines, a more comprehensive view of
the immune response to viral infections is necessary. Regarding
the complex interplay of the first line of defense by the IIR and
the establishment of an immune response memory by the AIR,
questions arise how the virus hides and circumvents the immune
response or why some patients are able to clear an infection
that would develop to chronic infection in the majority of
patients.

Furthermore, modeling techniques may consider not only
the time-dependent dynamics but focus as well more on the
spatial scale. By combining time and space scales, agent-based
models may help to characterize viral spread in tissue, within
organs or in the whole human body. Additionally, the complex
interplay between the virus and the immune system may be
studied by agent-based models with relatively simple rules
(Bauer et al., 2009; Graw and Perelson, 2015; Kumberger et al.,
2016). Mathematical modeling addressed important questions
concerning the virus-host interactions and may contribute to
answering open questions.
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Abstract

Plus-strand RNA viruses are the largest group of viruses. Many are human pathogens that

inflict a socio-economic burden. Interestingly, plus-strand RNA viruses share remarkable

similarities in their replication. A hallmark of plus-strand RNA viruses is the remodeling of

intracellular membranes to establish replication organelles (so-called “replication factories”),

which provide a protected environment for the replicase complex, consisting of the viral

genome and proteins necessary for viral RNA synthesis. In the current study, we investigate

pan-viral similarities and virus-specific differences in the life cycle of this highly relevant

group of viruses. We first measured the kinetics of viral RNA, viral protein, and infectious

virus particle production of hepatitis C virus (HCV), dengue virus (DENV), and coxsackie-

virus B3 (CVB3) in the immuno-compromised Huh7 cell line and thus without perturbations

by an intrinsic immune response. Based on these measurements, we developed a detailed

mathematical model of the replication of HCV, DENV, and CVB3 and showed that only

small virus-specific changes in the model were necessary to describe the in vitro dynamics

of the different viruses. Our model correctly predicted virus-specific mechanisms such as

host cell translation shut off and different kinetics of replication organelles. Further, our

model suggests that the ability to suppress or shut down host cell mRNA translation may be

a key factor for in vitro replication efficiency, which may determine acute self-limited or

chronic infection. We further analyzed potential broad-spectrum antiviral treatment options

in silico and found that targeting viral RNA translation, such as polyprotein cleavage and

viral RNA synthesis, may be the most promising drug targets for all plus-strand RNA viruses.

Moreover, we found that targeting only the formation of replicase complexes did not stop the
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in vitro viral replication early in infection, while inhibiting intracellular trafficking processes

may even lead to amplified viral growth.

Author summary

Plus-strand RNA viruses comprise a large group of related and medically relevant viruses.

The current global pandemic of COVID-19 caused by the SARS-coronavirus-2 as well as the

constant spread of diseases such as dengue and chikungunya fever show the necessity of a

comprehensive and precise analysis of plus-strand RNA virus infections. Plus-strand RNA

viruses share similarities in their life cycle. To understand their within-host replication strate-

gies, we developed a mathematical model that studies pan-viral similarities and virus-specific

differences of three plus-strand RNA viruses, namely hepatitis C, dengue, and coxsackievirus.

By fitting our model to in vitro data, we found that only small virus-specific variations in the

model were required to describe the dynamics of all three viruses. Furthermore, our model

predicted that ribosomes involved in viral RNA translation seem to be a key player in plus-

strand RNA replication efficiency, which may determine acute or chronic infection out-

comes. Furthermore, our in-silico drug treatment analysis suggested that targeting viral pro-

teases involved in polyprotein cleavage, in combination with viral RNA replication may

represent promising drug targets with broad-spectrum antiviral activity.

Introduction

Plus-strand RNA viruses are the largest group of human pathogens that cause re-emerging epi-

demics, as seen with dengue, chikungunya, and Zika virus, as well as global pandemics of

acute and chronic infectious diseases such as hepatitis C and the common cold. The current

global SARS-coronavirus-2 (SARS-CoV-2) pandemic shows how our lives can become affected

by a rapidly spreading plus-strand RNA virus. As of May 2022, more than 500 million cases of

SARS-CoV-2 infections have been reported, with over 6 million confirmed deaths [1,2]. While

a global pandemic of the current scale clearly causes exceptional socio-economic burdens [3],

various other plus-strand RNA viruses also cause significant burdens. For example, in 2013,

symptomatic dengue cases in 141 countries caused socio-economic costs of US$ 8.9 billion [4],

while the costs of the latest Zika outbreak have been estimated to be US$ 7–18 billion in Latin

America and the Caribbean from 2015 to 2017 [5]. Furthermore, between 2014 and 2018, the

USA spent around US$ 60 billion on hepatitis C medication, with around US$ 80,000 per

patient [6,7].

Treatment options are limited for the majority of plus-strand RNA viruses. While vaccines

and vaccine candidates are available for a few viruses, approved direct-acting antiviral drugs

are only available against hepatitis C and SARS-CoV-2 [8,9]. Given the high disease burden

and socio-economic cost caused by infections with plus-strand RNA viruses, there is an urgent

need for broadly acting antiviral drugs. For their development, it is important to study the life

cycles and host restriction and dependency factors in detail, not only at the level of each virus

individually but also across a group of related viruses, to gain pan-viral insights. The current

study investigated the life cycle of plus-strand RNA viruses. The ultimate goal was to reveal

commonly effective antiviral strategies and potential therapeutic target processes in the viral

life cycle. To do so, we chose three representatives of plus-strand RNA viruses, hepatitis C,

dengue, and coxsackievirus B3 (compare Table 1).
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The enveloped blood-borne hepatitis C virus (HCV) is a Hepacivirus of the family Flaviviri-
dae that causes acute and chronic hepatitis C. An acute infection is typically mild, but once

chronic and untreated, may cause life-threatening conditions, including liver cirrhosis and

hepatocellular carcinoma. Approximately 70 million people worldwide live with chronic

Table 1. Feature comparison of plus-strand RNA viruses. DMV: double-membrane vesicles, ER: endoplasmic reticulum, NS: non-structural, S: structural.

HCV DENV CVB3

Virus characteristics
Family Flaviviridae [20] Flaviviridae [20] Picornaviridae [20]

Genus Hepacivirus [20] Flavivirus [20] Enterovirus [20]

Transmission Human-to-human [20] Mosquito-to-human [32] Human-to-human [15]

Tropism Hepatocytes [33] Dendritic cells, monocytes, macrophages [32] Brain/neuron, cardiac tissue, hepatocytes

[15,34,35]

Genome size 9.6 kb [33] 10.7 kb [32] 7.5 kb [15]

Number of genes/

encoded proteins

10 (3 S and 7 NS proteins) [33] 10 (3 S and 7 NS proteins) [32] 11 (4 S and 7 NS proteins) [15]

Replication organelle

(RO)

DMV derived from ER [20] Invaginated vesicles derived from ER [20] DMV derived from Golgi and ER [20]

Enveloped Yes [20] Yes [20] No [20]

Host shut-off of RNA

translation

No [24] Partially [23] Yes [22]

Disease characteristics
Infection outcome Acute and chronic [36] Acute [37] Primary acute (ability of virus persistence)

[15,38]

Basic reproductive

number (R0)

1–3 (strain dependent) [39] 5 [40] 2.5 to 5.5 (range for different enteroviruses

[41,42])

Incubation period 2 weeks to 6 months [36] 4 to 10 days [37] 5 days [38]

Exponential growth

rate

Measured in human blood: 2.2 per

day (doubling time 7.6 hours) [43]

Primary infection measured in human blood: 4.0 per

day (doubling time 4.2 hours) [approximated from

[44]]

Measured in mouse blood: 4.5 per day

(doubling time 3.7 hours) [approximated

from [38]]

Measured in chimpanzees:

1st phase:

1.4 per day (doubling time 12 hours)

[45]

2nd phase:

0.1 per day (doubling time 7.5 days)

[45]

Secondary infection measured in human blood:

4.6 per day (doubling time 3.6 hours) [approximated

from [44]]

Measured in mouse heart:

14.5 per day (doubling time 1.1 hours)

[approximated from [38]]

Time to reach peak Measured in human blood:

21 days [43]

Measured in human blood:

7 days [44]

Measured in mouse blood and heart:

3 days [38]

Peak viral load Measured in human and chimpanzee

blood:

106 to 107 RNA per mL [43,45,46]

Measured in human blood:

109 to 1010 RNA per mL [44]

In mouse blood:

106 RNA per mL [38]

Measured in human liver:

108 RNA per g [43]

In mouse heart:

1011 to 1012 RNA per g [38]

RNA clearance Individuals with spontaneous

clearance:

4.3 per day (RNA half-life 4 hours)

[approximated from [47]]

Primary infection measured in human blood:

2.8 per day (RNA half-life 6 hours)

[approximated from [44]]

Measured in mouse blood:

0.7 per day (RNA half-life 24 hours)

[approximated from [38]]

Otherwise:

persistent RNA [47]

Secondary infection measured in human blood:

4.0 per day (RNA half-life 4.2 hours) [approximated

from [44]]

Measured in mouse heart:

1st phase:

1.2 per day (RNA half-life 13.4 hours)

[approximated from [38]]

2nd phase:

0.05 per day (RNA half-life 14 days)

[approximated from [38]]

Infection duration Months to Years [36] 2 to 3 weeks [44] 2 weeks [48]

https://doi.org/10.1371/journal.pcbi.1010423.t001
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hepatitis C, with 400,000 related deaths annually [10]. Notably, hepatitis C can be cured in

more than 95% of cases with direct-acting antivirals that inhibit viral replication [10].

The re-emerging dengue virus (DENV) is a Flavivirus and belongs, similarly to HCV, to the

family Flaviviridae. Annually, DENV infects 390 million people worldwide, with around 96

million becoming symptomatic. Unlike HCV, DENV is vector-borne and is spread mainly by

the mosquitoes of the Aedes species. Infection with DENV causes flu-like illness, occasionally

with severe complications primarily associated with heterotypic secondary infections (e.g.,

hemorrhagic fever and shock syndrome) [11]. The clinical manifestation of a DENV infection

is closely related to infections with the mosquito-borne chikungunya and Zika virus, leading

to frequent misdiagnosis [12].

Coxsackieviruses are members of the genus Enterovirus of the family Picornaviridae. This

genus includes important human pathogens such as poliovirus, enterovirus-A71 (EV-A71),

EV-D68, coxsackievirus, and rhinovirus. Enteroviruses cause 10 to 15 million infections every

year and therefore belong to the most prevalent pathogens [13]. Enteroviruses cause various

diseases, including hand-foot-and-mouth disease, encephalitis, meningitis, and paralysis [14].

Coxsackie B viruses are also known to infect cardiac tissue, leading to viral myocarditis, which

can develop into congestive heart failure [15]. In this study, we focus on coxsackievirus B3

(CVB3).

Despite their broad range of clinical manifestations, transmission routes, and tropism

(Table 1), plus-strand RNA viruses share remarkable similarities in their replication strategy. By

definition, the genome of plus-strand RNA viruses has the polarity of cellular mRNAs. Therefore,

after delivery into cells, the genome is translated, giving rise to a polyprotein that must subse-

quently be cleaved into viral proteins. These proteins induce host cell membrane rearrangements

forming replication organelles (ROs). Either within those ROs or on its outer membrane facing

the cytosol, viral RNAs are amplified by the viral replicase complex comprising, amongst others,

the RNA-dependent RNA polymerase (RdRp). These ROs are thought to hide viral RNAs from

the host immune response, thus protecting them from degradation. In addition, the membranous

compartment allows the coordinated coupling of the different steps of the viral replication cycle,

i.e., RNA translation, RNA replication, and virion assembly [16–19].

However, there are striking differences in the viral life cycles of the three studied viruses.

For example, the morphology of the ROs in which the replication takes place differs consider-

ably. While HCV forms double-membrane vesicles (DMV), DENV induces invaginations of

host cellular membranes [20]. CVB3 infection first results in single-membrane tubular struc-

tures that subsequently transform into DMVs and multilamellar vesicles [21]. Additionally,

HCV and DENV, as representatives of Flaviviridae, remodel membranes of the rough endo-

plasmic reticulum (rER), however, the Picornaviridae CVB3 uses the ER and Golgi apparatus

for its RO formation [20]. Another interesting feature of CVB3 is its ability to trigger a so-

called host translational shut-off, leading to increased viral over host RNA translation [22].

Repressed host RNA translation has also been reported for DENV [23]. However, a host shut-

off has not been reported for HCV, which instead shows a parallel translation of viral and host

cell RNAs, consistent with the predominantly chronic infection caused by this virus [24].

To identify an efficient, broadly active treatment strategy against viral infectious diseases, a

comprehensive knowledge of viruses, as well as their exploitive interaction with the host, is of

major importance. Mathematical modeling has proven to be a powerful tool to study viral

pathogenesis, transmission, and disease progression and has increased our knowledge about

therapeutic intervention and vaccination as well as the involvement of the immune system for

viruses such as the human immunodeficiency virus (HIV), HCV, influenza A virus, DENV,

Zika virus, and SARS-CoV-2 [25–31]. One of the major strengths of mathematical models is

their ability to describe and analyze viral replication in a quantitative, dynamic (time-resolved)
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framework and to characterize the influence individual parameters have on the ensuing

dynamics. These models thus permit much more profound insights into viral replication and

antiviral strategies than static, often more qualitative snapshots of host-pathogen interactions.

In the current study, we reproduced the dynamics of the initial post-infection phase of the

life cycle of three representative plus-strand RNA viruses, namely HCV, DENV, and CVB3,

with one common mathematical model. Using the model, we identified pan-viral similarities

and virus-specific differences in the life cycle of plus-strand RNA viruses that are represented

by a unique set of model parameters. The inter-viral differences among the plus-strand RNA

viruses under investigation have been further analyzed to study how these differences might be

related to clinical disease manifestation, particularly with regard to chronic versus acute infec-

tions. Our model suggests that the number of ribosomes available for viral RNA translation

may be crucial for either acute or chronic infection outcomes. Furthermore, we studied broad-

spectrum antiviral treatment options and found that inhibiting viral proteases involved in

polyprotein cleavage and RNA synthesis are promising drug targets.

Methods

Kinetic experiments and infectivity titers

HCV infections. 2x105 Lunet-CD81high [49] cells per 6-well were seeded in 2 mL 16 hours

prior to infection. To ensure simultaneous infection of all cells, cells were kept at 4˚C for 30

min before medium aspiration and inoculation with pre-cooled PEG-precipitated HCVcc (Jc1)

[50] at an MOI of 1 at 4˚C for one hour (1 mL per 6-well). The inoculum was removed and

cells were covered with 1 ml per well pre-warmed (37˚C) medium and incubated for one hour

at 37˚C. Medium was aspirated and cells were treated with an acid wash protocol to remove

extracellular vesicles and unbound virus particles: cells were washed with an acidic solution

(0.14 M NaCl, 50 mM Glycine/HCl, pH 3.0, 670 μL per 6-well) for three minutes at 37˚C

before neutralization with neutralization buffer (0.14 M NaCl, 0.5 M HEPES, pH 7.5, 320 μL

per 6-well) and one wash with pre-warmed medium. After that, fresh medium was added.

After indicated time-points, total cellular RNA was extracted by phenol-chloroform extraction.

Infected cells were washed prior to lysis according to the acid wash protocol described above.

After three washing steps with cold 1x PBS, cells were lysed in GITC buffer (700 μL per 6 well)

and RNA was extracted as described [51]. A strand-specific RT-qPCR protocol was used to

quantify numbers of (+)- and (-)-strand RNA per cell [52]. TCID50 of supernatants was mea-

sured and calculated as described previously [50] and converted to PFU/mL.

CVB3 infections. CVB3 wild-type (wt) and CVB3-Rluc, which carries Renilla luciferase
upstream of the P1 region, were generated as described previously [53]. Subconfluent mono-

layers of HuH7 cells, provided by Prof. R. Bartenschlager, were infected with CVB3 wt or

CVB3-Rluc at an MOI of 1 for 45 minutes. After removal of the viral inoculum, cells were

washed once with PBS and fresh medium (DMEM supplemented with 10% FBS and penicillin

and streptomycin) was added. Every hour up to 9 hours post-infection, cells were collected

and subjected to various assays. Each assay was performed on three biological replicates. Cells

were either frozen together with the medium, after which progeny virus titers were determined

by endpoint titration by the method of Reed and Muench and converted to PFU/mL. Another

set of cells were lysed in buffer to determine the luciferase activity as a measure of viral protein

translation as described previously [53]. Lastly, cells frozen after aspiration of the medium

were used for total RNA isolation and quantification of the amount of viral RNA copies per

cell with quantitative PCR as described previously [54].

DENV infections. DENV kinetic measurements of intracellular plus-strand RNA and

luciferase activity, as well as extracellular infectious virus titers, have been taken from [55]
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(raw data provided by the authors). In brief, 2x105 Huh7 cells were infected with DENV

reporter virus expressing Renilla luciferase [56] at an MOI of 10. RNA extraction, qRT-PCR,

and Renilla luciferase activity were analyzed from cell lysates. RNA was normalized to the 2 h

value. Infectivity titers (TCID50/mL) were measured from viral supernatant by limited dilu-

tion assays and converted to PFU/mL; supernatants were subsequently supplemented [55].

Plus-strand RNA virus replication model

We developed a mechanistic model using ordinary differential equations (ODEs) and mass

action kinetics to analyze pan-viral similarities and virus-specific differences within the plus-

strand RNA virus life cycle. Our published models on two plus-strand RNA viruses, HCV and

DENV, served as a basis for the pan-viral plus-strand RNA virus replication model [19,55,57].

However, in our previous published models, we studied host dependency factors responsible

for cell line permissiveness and restriction factors such as the innate immune response. There-

fore, those models were modified to reflect merely the plus-strand RNA life cycle from virus

entry to release of all viruses considered here.

The resulting model of plus-strand RNA virus replication is composed of four main pro-

cesses: Entry of plus-strand RNA virus via receptor-mediated endocytosis and release of the

viral genome (Fig 1 steps① and②), its subsequent translation into viral proteins (Fig 1 steps

③ to⑤), viral RNA replication within the replication organelle (Fig 1 steps⑥ to⑨), and fur-

ther replication (Fig 1 step⑩) or RNA export out of the replication organelle (Fig 1 step⑪)

or virus packaging and release from the cell with subsequent reinfection of the same cell or

infection of naïve cells (Fig 1 steps⑫ and⑬).

The virus infection process (Eqs 1 and 2), i.e., receptor-mediated virus entry, fusion, and

release of the viral genome into the cytoplasm, as well as reinfection of the same cell or further

infection of naïve cells (Eq 14) are represented by extracellular virus V, virus within endosomes

VE, and newly produced virus released from infected cells VR and are given by the equations

dV
dt
¼ � kieV þ kreVR � m

i
VV ð1Þ

and

dVE

dt
¼ kieV � kif VE � mVEVE: ð2Þ

Extracellular virus V enters a single cell via receptor-mediated endocytosis with rate con-

stant kie or degrades with constant rate miV . Note that virus-specific parameters are marked with

superscripted i with i2{HCV, DENV, CVB3}. The virus within endosomes VE either degrades

with rate constant μVE or undergoes conformational changes of its nucleocapsid resulting in

the release of the viral genome RP with rate constant kif . Note that extracellular virus is also

replenished by the release of virus from the cell at rate kre.
Viral RNA translation and replication (Eqs 3 to 13) are modeled based on our published

HCV and DENV models [19,55]. In brief, our model describes the translation-associated pro-

cesses in the cytoplasm (Eqs 3 to 8) starting with free viral RNA RP in the cytoplasm, an inter-

mediate translation initiation complex TC, as well as the translated polyprotein PP which is

cleaved into structural and non-structural viral proteins, PS and PN, respectively. Note that a

firefly luciferase gene has been integrated into the viral genomes. The luciferase activity L was

measured from cell lysates as a marker for translation activity (see Methods) reflecting protein

concentration and has been introduced into the model. Translation and polyprotein process-

ing are modeled with the following ODEs, where Riboitot and RCMAX are the total number of
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ribosomes and maximal number of replicase complexes in a cell (see below for details), respec-

tively:

dRP

dt
¼ kif VE � k1RP Riboitot � TC

� �
þ ki

2
TCþ kiPoutR

RO
P � m

i
RPRP; ð3Þ

dTC
dt
¼ k1RP Riboitot � TC

� �
� ki

2
TC � kiPin 1 �

RC
RCMAX

� �

PNTC � m
i
TCTC; ð4Þ

dPP

dt
¼ ki

2
TC � kcPP; ð5Þ

Fig 1. Schematic illustration of the plus-strand RNA life cycle.① Virus (V) enters the cell via receptor-mediated endocytosis (ke).② The viral genome (RP)

is released (kf). Virus within the endosome (VE) degrades with rate constant μVE.③ Ribosomes (Ribo) bind at the viral genome and form (k1) a translation

initiation complex (TC) that degrades with rate constant μTC.④ The viral genome (RP) is translated (k2) into a polyprotein (PP) that⑤ is subsequently cleaved

(kc) into structural and non-structural viral proteins, PS and PN, respectively. To measure translation activity, luciferase (L) is integrated into the viral genome

and produced with RNA translation. Viral proteins degrade with rate constant μP; luciferase degrades with rate constant μL.⑥Non-structural proteins and

freshly translated viral RNA form (kPin) replicase complexes (RC) that are associated with replication organelles (ROs) and⑦ serve as a template for the minus-

strand synthesis (k4m) leading to double-stranded RNA (RDS).⑧ Viral non-structural proteins, such as the RdRp, within the replication organelle (PRO
N ) bind to

double-stranded RNA, forming (k5) a minus-strand replication intermediate complex (RIDS) that⑨ initiates the plus-strand RNA synthesis (k4p) giving rise to

multiple copies of viral plus-strand RNA (RRO
P ). All species within the replication organelle degrade with the same rate constant μRO.⑩ The viral genome can

remain within the replication organelle, where it undergoes multiple rounds of genome replication (k3),⑪ it can be exported (kPout) out of the replication

organelle into the cytoplasm starting with the translation cycle again, or⑫ the plus-strand RNA genome (RRO
P ) is packaged together with structural proteins

(PS) into virions (VR) that are released from the cell (kp) and⑬may re-infect the same cell or infect naïve cells (kre). Extracellular infectious viral species (V and

VR) degrade with rate constant μV.

https://doi.org/10.1371/journal.pcbi.1010423.g001
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dL
dt
¼ ki

2
TC � mLL; ð6Þ

dPS

dt
¼ kcPP � m

i
PPs � Ni

PS
vp; ð7Þ

dPN

dt
¼ kcPP � kiPin 1 �

RC
RCMAX

� �

PNTC � m
i
PPN : ð8Þ

With rate constant k1, free host ribosomes form a translation complex TC with the viral

plus-strand RNA genome RP. The total number of ribosomes (Riboitot) available for viral RNA

translation was assumed constant, and Ribo ¼ Riboitot � TC gives the number of free ribo-

somes. Note that Riboitot is only a fraction of the total cellular ribosome number. Translation of

the viral plus-strand RNA genome generates the viral polyprotein PP and luciferase L with rate

constant ki
2
. The viral polyprotein PP is subsequently cleaved with rate constant kc into struc-

tural and non-structural viral proteins, PS and PN, respectively. The translation complex TC
decays with rate constant miTC, while luciferase and viral proteins degrade with rate constants

μL and miP, respectively. Note that for simplicity, we assume structural and non-structural pro-

teins degrade with the same rate constant, which has been summarized as one virus-specific

viral protein degradation rate miP.

The subsequent processes of viral RNA synthesis in the replication organelle (RO) are mod-

eled by Eqs 9 to 13, representing the replicase complex RC, double-stranded RNA RDS, a dou-

ble-stranded RNA intermediate complex RIDS, newly synthesized viral plus-strand RNA in the

RO RRO
P , and non-structural proteins within the RO PRO

N , as follows:

dRC
dt
¼ kiPinð1 �

RC
RCMAX

ÞPNTC � ki
4mRC þ k3R

RO
P PRO

N � mRORC; ð9Þ

dRDS

dt
¼ ki

4mRC � k5RDSP
RO
N þ ki

4pRIDS � mRORDS; ð10Þ

dRIDS

dt
¼ k5RDSP

RO
N � ki

4pRIDS � mRORIDS; ð11Þ

dPRO
N

dt
¼ ki

4mRC � k3R
RO
P PRO

N � k5RDSP
RO
N þ ki

4pRIDS � mROP
RO
N ; ð12Þ

dRRO
P

dt
¼ ki

4pRIDS � k3R
RO
P PRO

N � kiPoutR
RO
P � vp � mROR

RO
P : ð13Þ

Viral non-structural proteins recruit the viral RNA after translation to the replicase com-

plex [58]. Hence, for viral RNA synthesis, we require translated viral RNA, i.e., the translation

complex TC instead of free cytosolic viral RNA RP, to interact with the non-structural proteins.

Thus, the translation complex TC and a subset of non-structural proteins PN are imported into

the RO, leading to the formation of a replicase complex RC with rate constant kiPin. Following

successful replicase complex formation, ribosomes dissociate from the complex as is accounted

for in Eq (4). We furthermore assume that there is a limitation in the number of replicase
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complexes formed within a cell. To do so, we extend kiPin by 1 � RC
RCMAX

� �
with the carrying

capacity for replicase complexes RCMAX [57,59].

Within the RO, minus-strand RNA synthesis occurs from the replicase complex with rate

constant ki
4m, leading to the formation of double-stranded RNA RDS, which along with the

non-structural proteins, are released from the RC, PRO
N . Subsequently, the double-stranded

RNA binds again to PRO
N with rate constant k5 to form a double-stranded intermediate replicase

complex RIDS, initiating plus-strand RNA synthesis with rate constant ki
4p. For simplicity, we

assume that minus and plus-strand RNA synthesis occur with the same rate constant

ki
4m ¼ ki

4p. The newly synthesized plus-strand RNA genomes RRO
P either remain within the RO

to make additional replicase complexes with rate constant k3, are exported out of the RO into

the cytoplasm for further RNA translation with export rate kiPout, or are packaged together with

structural proteins into virions VR and are subsequently released from the cell. Assembly and

release of virus particles is represented by a Michaelis-Menten type function vp described

below (Eq 15, compare [55,60]). The RNA and protein species within the RO (RC, RDS, RIDS,
RRO
P ; P

RO
N ) are assumed to degrade with the same decay rate μRO and represent the decay of the

entire replication organelle.

The released virus VR may re-infect the same cell or infect new cells with rate constant kre,
or degrade with rate constant miV , resulting in the equation

dVR

dt
¼ vp � kreVR � m

i
VVR: ð14Þ

Assembly of newly synthesized viral plus-strand RNA genome RRO
P and viral structural pro-

teins PS into viral particles and their subsequent release from the host cell are described using a

Michaelis-Menten type function, with rate

vp ¼ kpR
RO
P

PS

Ki
DNi

PS
þ PS

; ð15Þ

where kp is the virion assembly and release rate, and kpRRO
P is the maximum release rate limited

by viral resources. Let Ni
PS

be the number of structural proteins in a virus of type i, then to pro-

duce virus at rate vp will require a large number of proteins Ki
DN

i
PS

, where Ki
D is a scaling con-

stant and Ki
DN

i
PS

is the number that corresponds to the half-maximal release rate [see

[55,60,61] for more details].

Pan-viral and virus-specific model parameters

To complete the plus-strand RNA virus model, we need to specify model parameters. To pre-

vent overfitting and parameter uncertainty, we fixed many parameter values to either experi-

mentally determined values or values estimated in other modeling studies. In some cases, we

could calculate velocities directly, such as for viral RNA translation and synthesis, which could

thus be fixed as described in S1 Text. An overview of all parameter values is given in Table 2.

Parameter estimation, model selection, and model analysis

Our model has 61 parameters; 30 of them were fixed, while 31 were estimated by fitting the

model to the experimental data. As the fixed parameter values were experimentally measured,

calculated, or taken from literature, we had information about which were virus-specific (S1

Text and Table 2). To determine which of the remaining model parameters are conserved

across the different viruses considered (pan-viral) and which parameters are virus-specific, we
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performed several rounds of model evaluation using the Akaike information criterion (AIC)

and model identifiability analysis (profile likelihood estimation). See S2 Text for a description

of the model selection process.

We simultaneously fit the plus-strand RNA virus replication model to the virus-specific

data sets for HCV, DENV, and CVB3. To fit the mathematical model to the experimental data,

we calculated the total plus-strand RNA Rtot
P ¼ ðVE þ RP þ TCþ RC þ RDS þ RIDS þ RRO

P Þ,

total minus-strand RNA Rtot
M ¼ ðRDS þ RIDSÞ, luciferase L, and total infectious virus Vtot = (V

+VR). Note that our model accounts for infectious virus since infectious titers were measured

for all three viruses. Further note that for the infectious virus measurements for HCV, Vtot =

VR, since measuring infectious virus started 20 h pi. We introduced three scale factors fL, fRM ,

and fRP to re-scale experimental measurements acquired in relative measurements (plus-strand

Table 2. Parameter values and 95% confidence intervals in (). Note that parameter values marked with * were fixed due to previous assumptions and calculations. Fur-

thermore, confidence intervals marked with + hit the set estimation boundary; ± calculated from the data; # experimentally measured for Zika virus; ǂ experimentally mea-

sured for poliovirus.

Parameter Description HCV DENV CVB3 Unit

kie Virus entry rate 10 (1.9, 10+) 0.31 (0.28, 0.34) 1.3 (0.9, 1.7) 1/h

kif RNA release rate 10 (1.7, 10+) 0.008 (0.006,

0.01)

0.016 (0.006,

0.04)

1/h

k1 Formation rate of the translation complex 1000 (840, 1000+) mL/molecule /h

ki2 Virus RNA translation rate 180 [65] 100 [55] 300 ǂ [66] 1/h

kc Polyprotein cleavage rate 2.24 (1.18, 7.4) 1/h

k3 Formation of additional replicase complexes within the replication

organelle

42 (5.5, 525) mL/molecule /h

ki4m ¼ ki
4p

Minus- and plus-strand RNA synthesis rate 1.1 [65] 1.0 [55] 50 ǂ [66] 1/h

kiPin Formation rate of the replicase complex 4.4 (2.4, 7.5) 0.45 (0.29, 0.74) 1.4 (0.52, 4.09) mL/molecule /h

k5 Formation rate of the replication intermediate complex 6018 (1549, 68401) mL/molecule /h

kiPout Export rate of viral RNA out of the replication organelle 33 (0.8, 1477) 53 (16, 432) 0.23 (0.16, 0.43) 1/h

kp Assembly and release rate 158 (47, 1000+) mL/molecule /h

kre Reinfection rate 0.01 (0.01+, 0.038) 1/h

μi
RP Degradation rate of cytosolic viral RNA 0.26 [65] 0.23 [67] 0.15 ǂ [68] 1/h

μi
TC Degradation rate of the translation complex 0.13 * 0.115 * 0.075 * 1/h

μRO Degradation rate of viral RNA and protein within the replication organelle 0.0842 [19] 1/h

μi
P Degradation rate of viral protein 0.08 [19] 0.46 [67] 0.43 [69] 1/h

μL Degradation rate of luciferase 0.35 [19] 1/h

μi
V Degradation rate of extracellular infectious virus 0.1 [57] 0.13 [70] 0.08 [71,72] 1/h

μVE Degradation rate of intracellular virus within the endosome 0.23 # [73] 1/h

Vi
0 Initial virus concentration 0.2 (0.16, 0.25) 1 (0.8, 1.3) 1 (0.4, 2.2) molecules/mL

Riboi
tot Total ribosome concentration 0.005 (0.004,

0.007)

0.48 (0.41, 0.55) 6.7 (5.0, 9.1) molecules

RCMAX Maximum number of replicase complexes 0.46 (0.34, 0.64) molecules/mL

Ki
D Scaling constant for virus 0.04 ± 1.8 ± 40 ± virions

Ni
PS

Number of structural proteins needed to produce 1 virion 180 [65,74] 180 [55,74] 60 [15] molecules/

virion

f iRP
Scale factor for plus-strand RNA 394 (274, 524) 0.76 (0.58, 1.0) 550 (245,1366)

f iRM
Scale factor for minus-strand RNA 1377 (945, 1872) - -

f iL Scale factor for luciferase - 0.41 (0.33, 0.5) 0.08 (0.06, 0.1)

https://doi.org/10.1371/journal.pcbi.1010423.t002
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RNA for DENV), molecules per cell (plus- and minus-strand RNA measurements for HCV

and plus-strand RNA for CVB3), and relative light unit (luciferase for DENV and CVB3).

We implemented the model in MATLAB (The MathWorks) 2016 using the Data2Dy-

namics toolbox [62]. We assessed model identifiability using the profile likelihood estimation

method implemented in Data2Dynamics [62,63]. In Data2Dynamics, a parameter is identifi-

able if its 95% confidence interval is finite [62,63]. Note that an estimated model parameter

may hit a predefined upper or lower parameter boundary which hampers the calculation of

the 95% confidence interval. In such cases, a one-sided 95% confidence interval has been cal-

culated starting from the estimated model parameter and thus with its upper or lower bound-

ary marked with + in Table 2. Details about the model fitting and model selection process are

in S2 Text.

We performed a global sensitivity analysis in MATLAB using the extended Fourier

Amplitude Sensitivity Test (eFAST) [64]. We calculated sensitivities with regard to the total

plus-strand RNA (Rtot
P ) concentrations throughout the course of infection. We studied

hypothetical drug interventions by including the effects of direct-acting antivirals (DAA)

into the model. For this purpose, we simulated putative drugs targeting (1) viral entry and

internalization ke, (2) release of the viral RNA genome kf, (3) formation of the translation

initiation complex k1, (4) viral RNA translation k2, (5) polyprotein cleavage kc, (6) replicase

complex formation kPin, (7) minus- and plus-RNA synthesis k4m and k4p, as well as (8) virus

particle production and release (vp). To introduce drug effects into the model, we assumed a

drug efficacy parameter 0�ε�1, and multiplied the parameters above by (1−ε) to simulate

drug treatment. Similar to our previously published DENV model, we calculated the average

virus particle concentration released from the cell upon drug administration (ε 6¼ 0) until 5

days post-drug administration, i.e., a drug treatment observation window of 120 h. The

average virus particle concentration with treatment (ε 6¼ 0) has been normalized to the aver-

age virus concentration without drug treatment (ε = 0). Note that we studied two different

time points of drug administration: at the very beginning of the infection, 0 h pi, and when

the system is in steady state, 100 h pi.

Results

As shown on the left in Fig 2, the model replicates the experimental data for all three viruses.

Virus-specific characteristics are revealed by comparing the dynamics of the three viruses and

their plus-strand RNA genomes. CVB3 is a fast-replicating virus with a life cycle duration of

about 8 hours (depending on the cell type), after which the infected cells begin to die. Similarly,

DENV is cytopathic but seems to be slower replicating and thus has a longer life cycle than

CVB3, with DENV starting to produce virus about 16 h pi [56]. In contrast, HCV is non-cyto-

pathic with a consequently longer life cycle. In our experimental measurements, the CVB3

viral load peaked at the end of its life cycle with 193 PFU/mL/cell. The HCV viral load peaked

at 0.06 PFU/mL/cell around 44 h pi, while the DENV viral load reached its maximum with

approximately 8 PFU/mL/cell around 10 hours earlier at 30 to 34 h pi (Fig 2A, 2B, and 2C).

We calculated the corresponding average virus concentration per measurement time point for

HCV, DENV, and CVB3 per cell as 0.04 PFU/mL/cell, 1.8 PFU/mL/cell, and 40 PFU/mL/cell,

respectively. Thus, the average infectious HCV viral load was only 4% of the average DENV

viral load and only 0.3% of the average CVB3 viral load. Similarly, CVB3 reached a peak of

almost 500,000 plus-strand RNA copies per cell at 8 h pi, while HCV produced only 10,000

copies per cell at 70 h pi, i.e., 98% less than CVB3. Note that both, CVB3 infectious virus and

plus-strand RNA, increased several 1000-fold in time.
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Fig 2. Best fit of the model to the data with standard deviation (left panel) and model prediction of plus-strand RNA allocation between the cytoplasm and

replication organelle (RO) (right panel). For parameter values, see Table 2. [LEFT: green: (+)RNA = Rtot
P ¼ ðVE þ RP þ TCþ RCþ RDS þ RIDS þ RRO

P Þ, red: (-)

RNA = Rtot
M ¼ ðRDS þ RIDSÞ, blue: A) Virus = Vtot = VR, B) and C) Virus = Vtot = (V+VR), yellow: Luc = L; RIGHT: yellow: RNA in cytoplasm = ðRP þ TCÞ=Rtot

P ,

purple: RNA within replication organelle (RO) = RCþ RDS þ RIDS þ RRO
P Þ=R

tot
P ; Infectious virus was measured in PFU/mL, (+) and (-)RNA were measured in

molecules/mL or relative RNA concentration, luciferase was measured in relative light unit (RLU)].

https://doi.org/10.1371/journal.pcbi.1010423.g002
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Model selection and uncertainty

The intracellular model structure has been taken from our previously published HCV model

[19], upon which we built with our recently published DENV model [55]. However, a striking

difference from our previous HCV and DENV models is the absence of host factors involved

in replicase complex formation and virus assembly and release. We have previously shown

that host factors are recruited by the virus and seem beneficial for host cell permissiveness and

virus replication efficiency [19,55]. Instead, here we describe intra-viral replication differences

with virus-specific parameter sets based on model evaluation by AIC and profile likelihood

estimation (see Methods, S1 and S2 Texts).

Considering the maximal number of replicase complexes (RCMAX) improved the basic

model AIC from 3025 to 1982 and thus served as a starting point for the virus-specific model

selection process (see S2 Text). After several rounds of model selection by comparing AICs

and taking model identifiability into account, we added five virus-specific processes into our

basic model (from a total of 13 considered processes): (1) the total number of ribosomes

Riboitot available for viral RNA translation, (2) virus entry kie, (3) viral genome release kif , (4) for-

mation of the replicase complex kiPin, and (5) export of viral RNA from the RO into the cyto-

plasm kiPout. Note that based on literature data and previous assumptions, we fixed some virus-

specific and pan-viral processes and degradation rates (see S1 Text and Table 2). The best-fit

model showed high similarity to the virus-specific experimental measurements and a high

degree of model identifiability (see Fig 2 for best fit, Fig 3 for the parameter profiles based on

the profile likelihood estimation, and Table 2 for parameter values with 95% confidence

intervals).

RNA allocation

As predicted by our model, the allocation of plus-strand RNA in the cytoplasm and within the

RO shows interesting virus-specific differences (Fig 2 right panel). Compared to the total

amount of viral RNA, HCV has most of the RNA allocated to the cytoplasm and is thus avail-

able for viral RNA translation at any given time. In DENV, our model predicted that the allo-

cation strategy changes throughout the viral life cycle, with most plus-strand RNA within the

RO initially. At around 25 h pi, viral RNAs are equally distributed between the two compart-

ments, while at the end of the DENV life cycle, the majority of viral RNA is in the cytoplasm.

Interestingly, in steady state, the predicted allocation of both HCV and DENV is the same,

with 25% of RNA allocated to the RO and 75% to the cytoplasm. In contrast, the predicted

viral RNA allocation is the opposite for CVB3. CVB3 has the majority of RNA available within

the RO, contributing to the 2- to 3-log higher viral load.

Virus-specificity

For a successful virus infection, the first hurdles to overcome are virus entry and the release of

the viral genome into the cytoplasm. The rate constants for virus entry kie and vRNA release kif
had the highest estimated values for HCV. However, both values were practically non-identifi-

able, suggesting a limitation in the amount of data. Hence, we could only estimate the lower

boundary of the 95% confidence intervals, which suggests kHCVe � 1:9 h� 1 and kHCVf � 1:7 h� 1.

CVB3 seems slightly better adapted to the cell line with a 4-times higher entry rate and 2-times

higher vRNA release rates than DENV. According to our model selection process, the degrada-

tion rate of the internalized virus within endosomes μVE was pan-viral, suggesting neither an

advantage nor disadvantage for the studied viruses.
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Fig 3. Uncertainty analysis of the best-fit model. For parameter values and 95% confidence intervals, see Table 2. The best fit is shown in Fig 2.

https://doi.org/10.1371/journal.pcbi.1010423.g003
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The following processes in the viral life cycle are vRNA translation and polyprotein process-

ing with parameters k1 for the formation of the translation initiation complex, ki
2

vRNA trans-

lation, and kc polyprotein cleavage. Models including virus-specific k1 or kc either did not

improve the quality of the model fit (no AIC improvement) or were non-identifiable when

tested as virus-specific and thus have been selected as pan-viral (see S2 Text). However, the

viral RNA translation rate ki
2

was calculated based on genome size and ribosome density and

set as virus-specific (see S1 Text). In the vRNA translation and polyprotein processing step,

our model selected the total number of ribosomes Riboitot as the only virus-specific parameter.

Since the ribosome number has been selected in the first round of model selection (see S2

Text), it emphasizes the importance of this host factor, with CVB3 showing the highest esti-

mated ribosome number available for RNA translation. In contrast, HCV and DENV use only

0.07% and 7% of the ribosomes CVB3 uses, respectively. Interestingly, increasing the number

of ribosomes in the HCV life cycle to those of CVB3 (from RiboHCVtot ¼ 0:005 to RiboHCVtot ¼ 6:7

molecules per mL) increases the infectious virus load by three orders of magnitude (Fig 4A).

In the same way, decreasing the number of ribosomes in the CVB3 life cycle to those of HCV

(from RiboCVB3
tot ¼ 6:7 to RiboCVB3

tot ¼ 0:005 molecules per mL) decreases the CVB3 virus load

by three orders of magnitude (Fig 4B). In contrast, when increasing the viral RNA synthesis

rates of HCV to those of CVB3 (from kHCV
4m ¼ kHCV

4p ¼ 1:1 to kHCV
4m ¼ kHCV

4p ¼ 50 h� 1), the viral

load did not increase. However, decreasing the viral RNA synthesis rates of CVB3 to those of

HCV (from kCVB3
4m ¼ kCVB3

4p ¼ 50 to kCVB3
4m ¼ kCVB3

4p ¼ 1:1 h� 1) decreased the viral load by one

order of magnitude. This suggests an important role of ribosomes as key players in the produc-

tion of structural and non-structural proteins necessary for efficient vRNA replication and

virus production.

The subsequent processes of the vRNA replication depend on successful viral protein pro-

duction. Viral non-structural proteins are crucial for forming the replicase complex and its

formation rate kiPin, which has been selected as virus-specific. Here, HCV seems to be more effi-

cient and better adapted to the Huh7 cell line, showing a 10- and 4-times faster formation rate

compared to DENV and CVB3, respectively. Furthermore, our estimated replicase complex

formation rates suggest that the formation of double-membrane vesicles may be more efficient

(HCV and CVB3) compared to the formation of invaginations (DENV). However, the maxi-

mum number of replicase complexes RCMAX and the degradation of species within the RO

(μRO) were not selected as virus-specific, especially since the viral RNA synthesis rates were ini-

tially set as virus-specific (Table 2). Interestingly, even though being a pan-viral model parame-

ter, not all viruses reached the maximal number of replicase complexes RCMAX (the carrying

capacity). The dynamics of replicase complexes show a clear separation between DENV and

CVB3 versus HCV (Fig 5A and 5B). CVB3 reached the estimated carrying capacity of around

5 h pi, while DENV reached 98% of the possible carrying capacity of around 25 h pi. Strikingly,

the replicase complex formation for HCV reached its maximum at a 74% lower level of the

pan viral carrying capacity, even though our model estimated the fastest RC formation rate for

HCV.

The export of viral RNA from the RO to the site of RNA translation kiPout has also been

selected as virus-specific, where HCV and DENV seem more efficient than CVB3, which

showed an almost 190 times slower trafficking process.

Following the production of viral proteins and RNA genomes, the single components

assemble into virions and are released from the cell. Here, the virus assembly and release rate

kp and the reinfection rate kre have been selected as pan-viral. Note that the scaling constant

Ki
D and the number of structural proteins necessary per virion Ni

PS
, were calculated from the

data or taken from the literature, respectively, and thus set as virus-specific (Table 2).
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Sensitivity analysis and drug intervention

Having a detailed model of the intracellular replication of plus-strand RNA viruses, we next

addressed the question of which processes shared across all viruses showed the highest sensi-

tivity index to potential drug interventions (Fig 6). Our sensitivity analysis suggests that model

parameters associated with vRNA translation (ki
2
) and synthesis within the RO (ki

4m and ki
4p)

are highly sensitive for all viruses. Furthermore, all viruses were sensitive to the formation of

replicase complexes kiPin and its maximum number RCMAX.

Interestingly, DENV and CVB3 showed a time-dependent sensitivity pattern over the

course of infection, beginning with viral entry (kie) being sensitive, followed by the release of

the viral genome (kif ). However, both model parameters were not sensitive to HCV, possibly

due to practical non-identifiability (see above). Moreover, vRNA translation and replication

seem to start around 5 or 20 h pi in CVB3 and DENV, respectively, suggesting viral entry as a

rate-limiting process.

There are also some interesting differences between the three viruses. While the formation

of the translation initiation complex (k1) showed a higher sensitivity in HCV, vRNA transla-

tion (ki
2
) was more sensitive for CVB3 and DENV. Furthermore, for HCV, the number of ribo-

somes available for HCV RNA translation was one of the most sensitive parameters while

having negligible sensitivity for CVB3 and DENV. This may reflect the strength of the internal

ribosome entry site, IRES, (CVB3) or the 5’ UTR/Cap (for DENV), where a strong IRES may

require fewer ribosomes for robust recruitment to initiate vRNA translation. However, for

CVB3, viral RNA export kiPout is among the most sensitive processes, while being not sensitive

for HCV and DENV. Interestingly, the degradation of virus in endosomes (μVE) showed the

highest sensitivity among the degradation rates for DENV early in infection (around 10 to 25

Fig 4. Infectious virus concentration with parameter adjustments. A) HCV concentration with estimated parameters (solid), the number of ribosomes taken from

CVB3 (dashed), and the RNA synthesis rate taken from CVB3 (dotted). B) CVB3 concentration with estimated parameters (solid), the number of ribosomes taken

from HCV (dashed), and the RNA synthesis rate taken from HCV (dotted).

https://doi.org/10.1371/journal.pcbi.1010423.g004

PLOS COMPUTATIONAL BIOLOGY Modeling plus-strand RNA virus replication

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010423 April 4, 2023 16 / 38

PUBLICATIONS

72



h pi). In contrast, the degradation of cytosolic vRNA (μRP) seems highly sensitive towards the

end of infection for both DENV and CVB3.

As a next step, we aimed to analyze if any processes can be targeted, leading to a 99% reduc-

tion in extracellular virus upon inhibition. We, therefore, studied the effects of inhibiting core

processes of the viral life cycle (Fig 7). We then simulated in silico the administration of a

hypothetical drug at two different time points using our mathematical model: at the beginning

of the infection (0 h pi) or in steady state (100 h pi). The drug administration at the beginning

of infection (0 h pi) will give insights into infection prevention. The drug administration in a

steady state (100 h pi) has the advantage of studying the system in the equilibrium of vRNA

replication/virus production and vRNA degradation/virus clearance and, thus, how to treat an

established infection. Therefore, we can ignore a potential bias of the drug effect when the

vRNA translation and replication machinery must be established or host cellular and viral

resources are exhausted, leading to inefficient viral RNA replication and, ultimately, virus pro-

duction. Even though DENV and CVB3 are viruses that cause acute infections, cleared after a

couple of weeks, studying both viruses in a steady state is important to gain insights about a

possible drug effect during maintained virus production.

Fig 5. Replicase complexes over time. Dynamics of replicase complexes for A) hepatitis C and dengue virus, B)

coxsackievirus B3. The dashed grey line represents the carrying capacity or the maximum number of formed replicase

complexes.

https://doi.org/10.1371/journal.pcbi.1010423.g005
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For all viruses and drug administration time points, we determined the critical drug effi-

cacy, ε, where the viral life cycle is successfully inhibited and the in-silico infection is cleared.

Note that we define a virus infection as cleared if the extracellular virus is reduced by more

than 99%. By testing both drug administration time points, we found that at the beginning of

infection (0 h pi), inhibiting any process led to eradicating the virus (Fig 7). Since the viral rep-

lication machinery is not established, viral entry and vRNA release may be possible drug tar-

gets. However, an almost 100% inhibition (ε~1) was necessary to block the infection process

(S1 Table). Obviously, in-silico drugs targeting virus entry and vRNA release at a time point

after an established viral infection cannot reduce the viral load. However, for both drug admin-

istration time points, targeting vRNA translation and vRNA synthesis showed the most potent

effect and, thus, are the most promising drug targets (S1 Table). Interestingly, targeting the for-

mation of the replicase complexes could not clear (or even reduce) CVB3 infection with a drug

administration given in steady state (S1 Table). Moreover, in the case of DENV, targeting

vRNA export from the RO into the cytoplasm in steady state led to a 6% increase in virus with

incomplete inhibition. Only a 100% inhibition and thus a drug efficacy of 1 could clear the

virus by 99%.

Since most DAAs are highly efficient in combination, we determined the critical drug effi-

cacy of individual drugs inhibiting either translation complex formation, vRNA translation, or

polyprotein cleavage used in combination with drugs that inhibit vRNA synthesis or formation

Fig 6. Global sensitivity profile for the model species plus-strand RNA throughout infection (CVB3 = 10 hours, HCV = DENV = 72 hours).

https://doi.org/10.1371/journal.pcbi.1010423.g006
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of the replicase complex in steady state (Figs 8, 9, S1, and S2 and S1 Table). Here, we identified

the “sweet spot” for efficient viral eradication (by more than 99%). Our model predicted that

HCV and DENV showed a comparable pattern of viral clearance to a combination of two

drugs. In contrast, for the clearance of CVB3, higher drug efficacies were necessary to clear the

infection. Inhibiting vRNA synthesis and either vRNA translation or polyprotein cleavage by

more than 90% was an efficient combination for HCV and DENV (Figs 8B, 8C, and S2A and S1

Table). However, to clear the infection in all viruses, vRNA synthesis and either translation or

polyprotein cleavage must be inhibited by more than 99% or 98%, respectively (Fig 9B and 9C).

Fig 7. Effects of drug interventions applied to two different time points: at infection beginning (left) and in steady state (right). A successful drug treatment leads

to more than 99% viral eradication (light yellow), while an ineffective drug treatment leads to 100% remaining virus (black).

https://doi.org/10.1371/journal.pcbi.1010423.g007
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Interestingly, inhibiting vRNA synthesis and translation complex formation by more than 76%

showed the overall lowest critical drug efficacy to clear the infection in HCV. Nevertheless, for

CVB3, the vRNA synthesis and translation complex inhibition need to be higher than 99.3% to

clear the infection with an almost 10 hours time-delayed viral clearance (Figs 8A and 9A and S1

Table). Overall, we found the lowest pan-viral critical drug efficacy was for the combined inhibi-

tion of vRNA synthesis and polyprotein clearance with a required 98% effectiveness for each

drug (Figs 8C and 9C and S1 Table). Note that we also tested in silico the combination therapy

of inhibiting translation complex formation, vRNA translation, and polyprotein cleavage

together with replicase complex formation. However, higher critical drug efficacy constants

were needed to clear the infection (S1 and S2 Figs and S1 Table).

Fig 8. Combined drug effect on A) vRNA synthesis and formation of translation complex (TC), B) vRNA synthesis and translation, and C) viral RNA

synthesis and polyprotein cleavage. Initiation of treatment was in steady state (100 h pi). A successful drug treatment leads to more than 99% viral eradication

(light yellow), while an ineffective drug treatment leads to 100% remaining virus (black).

https://doi.org/10.1371/journal.pcbi.1010423.g008
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Fig 9. Relative virus decay under combination therapy that clears HCV, DENV, and CVB3 infections. A combined drug effect on A) vRNA synthesis and

formation of translation complex (TC), B) vRNA synthesis and translation, and C) viral RNA synthesis and polyprotein cleavage. Initiation of treatment was in
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Discussion

Mathematical modeling of viral dynamics has a long history and has been applied to various

viral infectious diseases [25]. Population-based models considering susceptible and infected

cell populations, especially studying virus-host interactions and treatment opportunities for

HIV, HCV, and influenza, represent the most prominent mathematical models in the field

[25,75–78]. However, mathematical models considering intracellular viral replication mecha-

nisms in detail are still limited and are usually developed for one specific virus such as HCV

[19,57,59,79,80], DENV [55], CVB3 [81], HIV [82], or influenza A virus [60,61,83–88]. Fur-

thermore, those virus-specific models are usually developed to study a particular aspect of the

viral life cycle, such as cell-line-specific HCV RNA replication efficiency [19] or the life cycles

of DENV or CVB3 in the presence of the immune response [55,81]. Recently, Chhajer et al.

(2021) studied the viral life cycles of the plus-strand RNA viruses HCV, Japanese encephalitis

virus, and poliovirus with a simplified mathematical model. The authors mainly focused on

the slow and delayed kinetics of the intracellular formation of replication organelles, which

may predict infection outcomes [89].

To our best knowledge, we present here the first mathematical model that simultaneously

studies the complexity of intracellular viral replication kinetics for three different representa-

tives of plus-strand RNA viruses, namely HCV, DENV, and CVB3, measured in the same cell

line–Huh7. Hepatocyte-derived cells, such as Huh7, support the viral replication of many

viruses, such as DENV [90–92], chikungunya [93], Zika [94–96], poliovirus [97], SARS-CoV-2

[98], and other respiratory viruses [99]. The Huh7 cell line can study the viral replication with-

out perturbations of the host cellular immune response due to its defective RIG-I signaling

[100]. As we have previously shown that different cell lines lead to different replication kinetics

due to a cell-line specific gene expression [19,50,55], our aim was a standardized experimental

design, where using the same cell line for all viruses may have the advantage of a mostly shared

gene expression and, thus, host factor equality.

The basis for our present study were our previously published intracellular models for

HCV [19,57] and DENV [55], which we generalized and adapted to reflect the intracellular

replication mechanisms of plus-strand RNA viruses more broadly, as well as the underlying

experimental conditions. We compare viral replication mechanisms, pan-viral similarities and

virus-specific differences, which may help to understand acute or chronic infection outcomes

that may be an initial step toward developing broad-spectrum antiviral treatment strategies.

Our best-fitting model showed high similarity with the virus-specific data and a high degree

of parameter identifiability. However, it showed one shortcoming in capturing the dynamics

of the experimental measurements of virus in DENV: the viral peak and subsequent drop of

the extracellular DENV concentration around 32 h pi. However, our previously published

DENV model showed that the dynamics of extracellular infectious virus was dependent on

host factors that were packaged into the virions [55]. Since we did not include host factors in

the current model, except for ribosomes, we aimed to describe the average extracellular virus

dynamics for the first 25 h pi. In the final model, we estimated 31 parameters, of which 27

were identifiable. The 95% confidence intervals of four parameter values hit the upper or

lower boundary of estimation, where changing the parameter boundaries by up to 1000-fold

did not improve the model fit or improved identifiability.

steady state (100 h pi). The drug efficacy constant (εA and εB) were chosen as minimal efficacies to clear all three viruses. For comparability, virus-specific

concentrations in steady state have been normalized to their virus-specific pre-treatment steady-state concentration. A successful drug treatment leads to more

than 99% viral eradication (light yellow), while an ineffective drug treatment leads to 100% remaining virus (black).

https://doi.org/10.1371/journal.pcbi.1010423.g009
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The non-identifiable rate constant of the naïve cell infection kre may be explained by the

fact that reinfection in our culture system may not occur for each virus. However, the process

remained in the final model because of different MOI infection experiments, where a lower

MOI (MOI of 1, as in the case of CVB3 and HCV) may account for multiple rounds of infec-

tion. The formation rate of the translation initiation complex k1 seems to be a non-identifiable

process in the model structure, as it was also non-identifiable in our previous DENV model

[55]. Further, virus entry and vRNA genome release, ke and kf, were practically non-identifi-

able for HCV. An explanation for both processes being non-identifiable may be insufficient

experimental measurements for HCV to uniquely estimate both rate constants, e.g., the lack of

intracellular protein concentration measurements for HCV. However, since both parameters

were identifiable for CVB3 and DENV and both processes were selected as virus-specific, kHCVe

and kHCVf , they remained in the final model as virus-specific. For a detailed comparison of the

plus-strand RNA model with our previously published HCV and DENV models, see S3 Text.

Virus-specific differences and pan-viral similarities

Studying similarities and differences in the viral RNA translation and replication strategies of

different viruses is experimentally challenging. Our mathematical model may shed light on

this topic by studying 25 processes, from cell infection to releasing newly packaged infectious

virions. Five processes within the viral life cycle were determined to be virus-specific: (i) virus

entry, (ii) release of vRNA genome, (iii) the number of ribosomes available for vRNA transla-

tion, (iv) formation of replicase complexes, and (v) trafficking of newly produced viral

genomes from the RO into the cytoplasm.

Virus internalization and genome release. The three viruses we studied each have differ-

ent internalization processes mediated by differences in attachment/entry versus uncoating

receptors [101]. HCV replicates in vivo in hepatocytes and, consequently, showed the most

efficient internalization and genome release processes in our studied hepatocyte-derived Huh7

cells. In vitro, HCV replicates most efficiently in Huh7 cells and its closely related sub-clones,

while the infection of other cell lines has been challenging [102]. However, both DENV and

CVB3 have a broad tropism. DENV infects monocytes, macrophages, and dendritic cells,

while CVB3 infects the brain, cardiac tissue, and hepatocytes [15,35,103–105]. Thus, the faster

internalization and genome release of CVB3 compared to DENV, and thus its ability to repli-

cate very well in Huh7 cells, is not surprising due to its broader cellular tropism. Nevertheless,

DENV RNA has been isolated from various organs and tissues, including the liver (see [106]

and references within). However, whether DENV replicates in hepatocytes is under debate

[107–109].

Viral RNA translation. Among the plus-strand RNA viruses we studied, CVB3 represents

the fastest replicating virus with a life cycle of around 8 to 10 hours. Newly synthesized CVB3

RNA is detectable at two h pi in the Golgi apparatus, the site of ROs and thus vRNA synthesis.

Levels of viral RNA increase rapidly and peak four h pi [110]. One key feature of successful

CVB3 RNA replication is its ability to shut off host mRNA translation, carried out by the virus

by degrading eukaryotic initiation factor eIF4G important for the cellular cap-dependent

translation complex formation. The result is not only the rapid availability of non-structural

proteins required for replicase complex formation [111] but also a lower level of components

of the cell’s intrinsic immune response. Interestingly, we found the highest total ribosome

availability for CVB3, in agreement with its ability to shut off the translation of the host’s

mRNA while keeping vRNA translation high due to a very efficient IRES. According to our

calculated viral RNA translation rate constants, translation is 2 to 3 times faster than HCV and

DENV, respectively. It has been shown that the polysome size–the number of ribosomes
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bound to a single CVB3 RNA molecule, which translate the viral genome at the same time–is

around 30 ribosomes per polysome but changes throughout the CVB3 life cycle; 40 ribosomes

per polysome at the beginning of the CVB3 life cycle and 20 ribosomes later in infection

[66,112]. Furthermore, Boersma et al. (2020) found that CVB3 translation rates were indepen-

dent of the host translation shutdown. However, the authors speculated that a host translation

shutdown might boost the CVB3 translation at the end of its life cycle, where host cell

resources may be limited [113]. Conversely, for DENV, it has been shown that the DENV

RNA template is only sparsely loaded with ribosomes and showed a low translation efficiency

[114]. Nevertheless, Roth et al. (2017) found that the host’s mRNA translation decreases dur-

ing DENV infection, suggesting that DENV also can repress the host mRNA translation,

although not as efficiently as CVB3 [23]. A partial host cell RNA translation shut-off and, con-

sequently, a higher number of ribosomes available for DENV RNA translation is predicted by

our model, with DENV having the second-highest predicted ribosome concentration. Interest-

ingly, even though DENV can partially shut down the host’s mRNA translation, this suppres-

sion seems less efficient compared to the complete CVB3 host shut-off.

Formation of the replicase complex. Our model suggests a faster formation of double-

membrane vesicles than invaginations, i.e., HCV and CVB3 showed faster replicase complex

formation compared to DENV. Compared to DENV and CVB3, HCV showed a 10- and

4-times faster rate of replicase complex formation, respectively. A possible reason may be cell

tropism, with hepatocellular-derived Huh7 cells being the cell line of choice for studying

HCV. Interestingly, the host mRNA translation shut-off of CVB3 was not associated with a

faster supply of non-structural proteins (RdRp) and, thus, faster replicase complex formation.

However, host cell translation shut-off may be associated with higher availability and more

efficient utilization of viral resources for the formation of replicase complexes, as suggested by

our model. CVB3 reached the maximal number of replicase complexes after around 5 h pi,

while HCV used 76% less of the possible cell’s carrying capacity. However, cell tropism and,

thus, a specific set of host factors involved in the process of replication organelle and replicase

complex formation may be the crucial factors in this process, as we have shown previously for

HCV and DENV [19,55].

Viral RNA export from the RO into the cytoplasm. A striking difference between Flavi-
viridae (HCV and DENV) and Picornaviridae (CVB3) concerns the parameter values and

model sensitivity against changes of the trafficking of newly synthesized vRNA from the RO to

the site of translation. For CVB3, our model suggests intra-compartment trafficking is two

orders of magnitude slower than HCV and DENV, with a highly significant sensitivity of this

parameter against changes. A possible explanation may lie in the involvement of different

compartments or cell organelles in vRNA translation and replication. All viruses need proxim-

ity to the rough endoplasmic reticulum and its ribosomes for successful vRNA translation;

however, they use different cytoplasmic membranes and, thus, different sites for forming their

ROs and thus for vRNA synthesis. Flaviviridae remodel the rough endoplasmic reticulum,

using membrane vesicles or invagination as the site for vRNA translation and synthesis with-

out being exposed to the (possibly damaging) cytoplasmic environment. Melia et al. (2019)

found that CVB3 uses the rough endoplasmic reticulum first and the Golgi later in infection,

suggesting a high degree of flexibility and adaptation of CVB3 to its environment. To what

extent viral replication occurs on either membrane is unknown. However, other studies sug-

gest that Golgi-derived membranes are the primary origin of viral replication [110,115,116].

During CVB3 infection, the Golgi collapsed and was not detectable anymore, suggesting that

ROs were Golgi-derived [117]. Regarding efficient viral protein production for virion packag-

ing, CVB3 is not enveloped. It may only need a fraction of the structural proteins that DENV

and HCV need for assembly (see S1 Text for details), implying that CVB3 developed strategies
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to overcome longer trafficking distances. However, another explanation may be a possible reg-

ulation and competition of vRNA translation and virion packaging. Early in infection, vRNA

may be used for translation, while later in infection, vRNA may be packaged into virions and

thus not available for vRNA translation.

Hypothetical mechanisms behind acute and chronic infections

The plus-strand RNA viruses studied here share the major steps in their life cycle and replica-

tion strategy, but despite these similarities, they show very different clinical manifestations.

While HCV has a relatively mild symptomatic phase, it can establish a chronic infection with

low-level viral replication over decades that goes mostly undetected by the host’s immune

response. In contrast, DENV causes a vigorous acute self-limited infection that can become

life-threatening. Similarly, CVB3 usually causes an acute infection with flu-like symptoms but

can become chronic. The underlying mechanisms for the development of chronic infections

are unclear. Our plus-strand RNA virus replication model might help to reveal the differences

in the viral dynamics leading to different clinical manifestations.

DENV/Zika virus and CVB3 produce a higher ratio of plus- to minus-strand RNA (20:1)

compared to HCV, with a plus- to minus-strand RNA ratio of 3:1 (measured in our data) up to

10:1 (reported in the literature [113,118–124]), which may be HCV-strain or cell line-specific.

One may speculate that a higher viral RNA synthesis rate may be responsible for the higher

plus- to minus-strand RNA ratio in viruses causing acute infections. However, our calculated

vRNA synthesis rates were comparable for HCV and DENV but 50 times lower compared to

the CVB3 RNA synthesis rate, possibly due to faster vRNA copying or faster de novo initiation

of vRNA synthesis. In HCV, studies found an RNA synthesis rate of 150 to 180 nt/min

[125,126]. However, the rate of RNA synthesis in DENV is, to our knowledge, unknown. Nev-

ertheless, Tan et al. (1996) found low in vitro polymerase activity for DENV NS5, which is in

line with the polymerase activities for West Nile and Kunjin viruses, suggesting that this is a

conserved feature of flavivirus polymerases [127] and possibly Flaviviridae including HCV.

As for CVB3, it has been shown that the closely related poliovirus synthesizes a single RNA

template in 45 to 100 sec [66]. Additionally, it is estimated that between 3 and 10 RdRps are

bound to one single PV RNA genome. However, our plus-strand RNA model did not consider

the RdRp density bound to one single viral RNA template due to a lack of data for HCV and

DENV. According to our model predictions, critical processes for a faster viral life cycle may

be a combination of (1) faster viral RNA translation and synthesis rates and/or faster vRNA

synthesis initiation, (2) host cell translation shut-off and thus higher ribosome availability for

viral RNA translation and at the same time lower ribosome availability for antiviral protein

production, (3) and shorter RNA half-lives for intracellular viral RNA (more important in cell

lines with intrinsic immune responses or in vivo). Interestingly, the potential role of these key

processes is in line with the global sensitivity analysis results: All CVB3 replication process

rates within the RO show highly significant sensitivities, suggesting that CVB3 strongly

depends on an efficient replicative cycle within the RO. Additionally, global sensitivities of

vRNA degradation rates in the cytoplasm or within the RO seem rather negligible.

Our model predicted that an optimal usage of viral resources to form replicase complexes

within a cell was only realized by DENV and CVB3. Strikingly, HCV only reached 26% of the

cell’s replicase complex carrying capacity. A possible reason may be a limitation in viral

resources to form replicase complexes such as viral RNA or non-structural proteins. Both may

be again related to the lower availability of ribosomes for viral protein production in HCV. In

contrast, DENV and CVB3 have the advantage of a partial or complete host cell translation

shut-off, respectively. However, virus-specific ribosome availability and translation activity
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may be related to different translation mechanisms. While HCV and CVB3 have IRESes, i.e.,

the RNA translation is cap-independent, DENV’s translation mechanism is cap-dependent.

Furthermore, different IRES types have variations in their structural elements and recruit host

factors as regulatory elements, which affects the translation initiation complex and viral RNA

translation. Therefore, a higher ribosome availability for vRNA translation may be associated

with different translation mechanisms, such as secondary structures and host factors assisting

in ribosome binding [128–131]. Furthermore, a higher number of ribosomes available for

vRNA translation may be directly associated with a higher production of viral proteins. How-

ever, the more ribosomes available for cellular mRNA translation and thus the production of

proteins of the immune response, the higher the intracellular degradation of viral components

may be, resulting in a limitation in viral resources. Ribosome availability and its control may

thus be crucial for viral replication efficiency.

To analyze this aspect further, we asked whether we could make virus production in HCV

more efficient or CVB3 less efficient. Increasing the in-silico ribosome availability in HCV to

that of CVB3 increased the viral load by three orders of magnitude. In contrast, a 50-fold

increase in the HCV RNA synthesis rate had no effect on the viral load in steady state due to a

limited availability of the viral RNA polymerase in the replication organelle [19]. In contrast,

using only 0.07% of ribosomes for CVB3 RNA translation, thus setting the ribosome level to

the number of ribosomes used in HCV, decreased the CVB3 viral load by three orders of mag-

nitude. Interestingly, the coronaviruses’ non-structural proteins, including those of SARS-

CoV-2, target multiple processes in the cellular mRNA translation, causing a host cell transla-

tion shut off similar to CVB3 and DENV [132,133]. Therefore, a repression or complete shut-

off of the host mRNA translation machinery may be a key feature of acute viral infections.

Comparing in vivo viral dynamics with those of in vitro experiments is challenging. Neverthe-

less, we found a comparable pattern of viral dynamics: reported in vivo and in our in vitro experi-

ments. In vivo, HCV showed an exponential growth rate of 2.2 per day [134], while DENV and

CVB3 grow twice as fast with a rate of 4.3 and 4.5 per day in human and murine blood, respec-

tively (approximated from [38,44]). However, in murine cardiac tissue, the in vivo CVB3 expo-

nential growth rate increases to approximately 14.5 per day [38]. Furthermore, the different

exponential growth rates are associated with variations in the peak viral load. At its peak, HCV

produces 108 RNA copies per g liver tissue [43], DENV produces 1 to 2 orders of magnitude

more virus (109 to 1010 RNA copies per mL blood) [44], and CVB3 produces 3 to 4 orders of

magnitude more virus (1011 to 1012 RNA copies per g cardiac tissue) compared to HCV [38]. We

found a similar pattern in our data, with HCV producing the least amount of virus at its peak (~1

PFU/mL/cell), followed by DENV (~10 PFU/mL/cell) and CVB3 (~200 PFU/mL/cell). Consider-

ing the RNA synthesis rates, CVB3 replicates 50- times faster than HCV and DENV.

Broad-spectrum antivirals?

DAAs are highly specific drugs usually designed to inhibit the function of one specific viral

protein. Developing broad-spectrum antiviral drugs is challenging. Nevertheless, we were

interested in the possibility of a pan-viral drug treatment option. We, therefore, studied the

core processes in the life cycles of our three representatives of plus-strand RNA viruses and

administered in-silico drugs in mono or combination therapy to identify single drug targets or

combinations of drug targets that yield an efficient inhibition of all three viruses.

Direct-acting antivirals against HCV. Several DAAs have been developed and approved

for HCV and can cure chronic hepatitis C in most patients [135]. DAAs are developed to target

one specific protein such as HCV NS3/4A (e.g., first-generation telaprevir or boceprevir and

second-/third generation glecaprevir, voxilaprevir and grazoprevir), HCV NS5A (e.g.,
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daclatasvir, velpatasvir, ledipasvir), and HCV NS5B (e.g., sofosbuvir and dasabuvir) [136].

Therefore, the DAAs’ modes of action and efficacies may be used here to validate the results of

our in-silico drug intervention study. While DAAs block HCV NS3/4A and intervene with the

polyprotein cleavage, HCV NS5A and HCV NS5B inhibitors target the RO formation and

vRNA synthesis, respectively [9,59,137]. Our sensitivity and in-silico drug analysis suggested

high sensitivities for processes associated with HCV RNA replication, which led to an efficient

viral reduction by more than 99% with a more than 90% inhibition of the vRNA synthesis rate.

Furthermore, our in-silico drug analysis predicted that complete HCV NS3/4A inhibition

(more than 99.5% polyprotein cleavage inhibition) was necessary to clear the viral load. Com-

bined with inhibiting vRNA synthesis, a combinatory inhibition of more than 90% led to HCV

clearance, where viral clearance was mainly driven by inhibiting vRNA synthesis. Our results

are in line with current HCV treatment recommendations that focus on a regimen based on a

combination of targeting vRNA synthesis alone by inhibiting HCV NS5A and/or NS5B or in

combination with HCV NS3/4A with the inhibition of NS5A as the backbone of an efficient

HCV treatment regimen, e.g., the combinations of elbasvir (NS5A inhibitor) and grazoprevir

(NS3/4A inhibitor), glecaprevir (NS3/4A inhibitor) and pibrentasvir (NS5A inhibitor) or

sofosbuvir (NS5B inhibitor) plus velpatasvir (NS5A inhibitor) [138]. Interestingly, the combi-

natory inhibition of vRNA synthesis and polyprotein cleavage showed pan-viral clearance with

the lowest critical efficacies of 0.98, i.e., a 98% inhibition of both processes.

Broad-spectrum antivirals and host-directed therapy. The cure of a chronic hepatitis C

infection represents a success story for DAAs. However, a subset of HCV patients report treat-

ment failure, severe side effects that impede treatment success, or drug resistance [139]. No

successful treatment has been approved for DENV, the most prevalent mosquito-borne viral

disease. Furthermore, the vaccine is only recommended for seropositive individuals due to its

increased risk of severe disease in seronegative individuals [140]. Moreover, for enteroviruses,

such as myocarditis causing CVB3, no antiviral treatment exists to date. Several DAAs target-

ing CVB3 have been tested in clinical trials but are often associated with the emergence of

resistance and, thus, are not recommended [141,142].

Targeting cellular components crucial for successful and efficient viral replication (so-called

host dependency factors) may offer a potential treatment option with a high resistance barrier.

Additionally, plus-strand RNA viruses still represent a major health concern infecting millions

of people worldwide, including the viruses in this current study–HCV, DENV, and CVB3 –

and other plus-strand RNA viruses such as chikungunya, Zika, West Nile, Yellow fever, hepati-

tis A virus as well as the current global pandemic causing SARS-CoV-2. Even though identify-

ing pan-serotype antiviral agents is challenging, a DENV inhibitor has been identified, which

has shown high efficacy and pan-serotype activity against all known DENV genotypes and

serotypes [143]. Our model may serve as a basis for the development of further virus-specific

models as well as pan-viral broad-spectrum antiviral treatment strategies.

Our sensitivity and drug analysis showed that inhibiting translation complex formation,

vRNA translation or polyprotein cleavage, and vRNA synthesis represent the most promising

pan-viral drug targets. As in the case of HCV, targeting vRNA replication and polyprotein

cleavage has been highly successful, however, directly targeting the HCV RNA translation

(e.g., the HCV IRES RNA structure) or its complex formation is mainly experimental. Another

treatment strategy may be targeting host factors hijacked by the virus and involved in almost

every process of the viral life cycle [144]. A limited number of available ribosomes may be a

key feature limiting efficient virus production due to suppressed host mRNA translation or

complete host cell translation shut-off. However, targeting and thus inhibiting the biological

function of ribosomes will be challenging and not beneficial for the host. Nevertheless, two

proteins were found to interact with vRNA translation: RACK1 and RPS25. Both proteins may
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be hijacked by DENV and promote DENV-mediated cap-independent RNA translation [145].

Additionally, in HCV RACK1 has been shown to inhibit IRES-mediated viral RNA translation

and viral replication; in the latter case RACK1 binds to HCV NS5A, which induces the forma-

tion of ROs [146,147]. Similar to HCV, CVB3 RNA translation is mediated through an IRES

and, thus, RACK1 may be a potential drug target. Furthermore, studying interactions of

SARS-CoV-2 proteins with host mRNA identified RACK1 as a binding partner and thus may

represent a pan-viral host dependency factor [148].

Interestingly, the very early processes in the viral life cycle, virus entry as well as fusion and

release of the vRNA genome, showed significant sensitivities in DENV and CVB3 but were

rather negligible in HCV. Further, the release of the viral RNA genome from endosomes

showed a higher significant sensitivity compared to viral entry and internalization. Interest-

ingly, cyclophilin A is a host factor involved in the enterovirus A71 (family Picornaviridae)
fusion/uncoating process and, thus, vRNA release [149,150]. Furthermore, cyclophilin A

inhibitors block or successfully decrease viral replication in several plus-strand RNA viruses

such as HCV, DENV, West Nile, yellow fever, enteroviral A71, and coronavirus [142,151].

Considering that it is involved in both processes that showed the highest sensitivities, cyclophi-

lin A may represent a promising pan-viral target [142].

The formation of the replicase complexes represented another sensitive pan-viral process.

Replicase complexes are associated with membranes of the ROs either within or outside the

RO facing the cytosol [152]. Several studies have shown the significance of host factors in RO

formation being associated with cell permissiveness and vRNA replication efficiency

[17,101,133,144]. For example, Tabata et al. (2021) have shown that the RO biogenesis in HCV

and SARS-CoV-2 critically depends on the lipid phosphatidic acid synthesis since inhibiting

associated pathways led to an impaired HCV and SARS-CoV-2 RNA replication [153]. How-

ever, even though successful in clearing HCV and DENV, in an established infection of a fast-

replicating virus such as CVB3, the formation of replicase complexes may not represent an effi-

cient drug target. In steady state, CVB3 replicase complexes are already formed, and the virus

cannot be cleared even with a 100% inhibition given for 5 days. Similar results have been

found by targeting host factors involved in the formation of replicase complexes of other picor-

naviruses. Two tested compounds targeting RO formation could not block viral replication,

suggesting that viral replication continues if ROs are already formed [154]. Furthermore, tar-

geting host factors involved in RO formation showed lethal cytotoxicity, as in the case of

PI4KIIIβ and HCV [155]. Interestingly, inhibiting the host factor PI4KB showed that CVB3

RO formation was delayed and CVB3 RNA replication occurred at the Golgi apparatus [116].

Interestingly, incomplete inhibition of some processes may promote viral growth. Our

model predicted that targeting viral export from the RO into the cytoplasm in the DENV life

cycle led to a 6% increase in virus. Therefore, low-efficacy drugs may lead to the opposite of

the desired outcome. Thus, host-directed therapy may have an enormous potential on the one

hand but may result in substantial side effects on the other hand. Identifying host factors with

pan-viral activity without lethal toxicity represents a challenge for future research.

Limitations and outlook

In the current study, we developed the first mathematical model for the intracellular replica-

tion of a group of related plus-strand RNA viruses. Even though our model allowed a high

degree of parameter identifiability, fit the in vitro kinetic data, and is consistent with the cur-

rent biological knowledge of our studied viruses, there are some weaknesses to consider.

First, our model focuses on a single cell and does not include viral spread. Especially in

acute infections with rapidly replicating viruses, viral transmission within organs may be
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highly relevant to consider. However, since our model was developed for a single-step growth

curve, we neglected viral spread and focused mainly on intracellular replication processes.

Virus-specific mechanisms of viral spread from infected to susceptible cells may be interesting

to study in the future.

Second, our experiments were performed in the immuno-compromised Huh7 cell line, and

we did not consider an intrinsic immune response here. In the future, considering an intrinsic

immune response may be an important addition.

Third, even though plus-strand RNA viruses share remarkable similarities in their replica-

tion strategy, our model does not consider viruses with more than one open reading frame

and ribosomal frameshift. The difference between viruses with one and more open reading

frames is the presence of sub-genomic RNA, as in the case of coronaviruses. However, the life

cycle of coronaviruses, and in particular SARS-CoV-2, differs from our model by producing

non-structural proteins first, followed by viral RNA and sub-genomic RNA synthesis [156].

The sub-genomic RNA is later translated into structural proteins. However, since the core pro-

cesses of viral non-structural protein production (necessary for vRNA synthesis) and vRNA

synthesis are common, we do not think that the presence of sub-genomic RNA would consid-

erably impact our presented results. Adaptation of the model to coronaviruses is an ongoing

topic being followed up on in our group.

Fourth, in vitro experiments are not a reliable system for an in vivo application. Especially

our drug treatment study needs experimental validation. However, our model and in silico
drug analysis showed a high degree of similarity with the knowledge and efficacy of DAAs

available for HCV.

Fifth, our model has been developed for a one-step growth experiment and, consequently, a

single cycle of virus growth. Thus, our model predictions are short-term and do not study

long-term effects.

In summary, in the present study, we measured the in vitro kinetics of three representatives

of plus-strand RNA viruses: HCV, DENV, and CVB3. We developed a mathematical model of

the intracellular plus-strand RNA virus life cycle based on these experimental measurements.

In order to study pan-viral similarities and virus-specific differences, the model was fit simulta-

neously to the in vitro measurements, where the best-fit model was selected based on the AIC

and model parameter identifiability. According to our model, the viral life cycles of our three

plus-strand RNA representatives differ mainly in processes of viral entry and genome release,

the availability of ribosomes involved in viral RNA translation, the formation of the replicase

complex, and the viral trafficking of newly produced viral RNA. Furthermore, our model pre-

dicted that the availability of ribosomes involved in viral RNA translation and, thus, the degree

of the host cell translation shut-off may play a key role in acute infection outcome. Interest-

ingly, our modeling predicted that increasing the number of ribosomes available for HCV

RNA translation remarkably enhanced the HCV RNA replication efficiency and increased the

HCV viral load by three orders of magnitude, a feature we could not achieve by increasing the

HCV RNA synthesis rate. Furthermore, our in-silico drug analysis found that targeting pro-

cesses associated with vRNA translation, especially polyprotein cleavage and viral RNA repli-

cation, substantially decreased viral load and may represent promising drug targets with

broad-spectrum antiviral activity.

Supporting information

S1 Text. Pan-viral and virus specific model parameters.

(DOCX)

PLOS COMPUTATIONAL BIOLOGY Modeling plus-strand RNA virus replication

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010423 April 4, 2023 29 / 38

Article I: Plus‐strand RNA virus replication

85



S2 Text. Model selection process.

(DOCX)

S3 Text. Comparison of the plus-strand RNA virus replication model with our previous

models.

(DOCX)

S1 Data. Experimental data and data underlying manuscript figures.

(XLSX)

S1 Table. Critical drug efficacy constants in mono and combination therapy and an in-sil-

ico drug administration in steady state (100 h pi). For simplicity, we assume that both drugs

have the same efficacy in combination therapy. The lowest critical drug efficacies to clear the

virus-specific infection is highlighted in red (TC = translation complex, RC = replicase com-

plex)

(DOCX)

S1 Fig. Combined drug effect on A) replicase complex (RC) formation and formation of

translation complex (TC), B) replicase complex (RC) formation and polyprotein cleavage, and

C) replicase complex (RC) formation and vRNA translation and drug administration in steady

state (100 h pi). A successful drug treatment leads to more than 99% viral eradication (light yel-

low), while an ineffective drug treatment leads to 100% remaining virus (black).

(TIFF)

S2 Fig. Relative virus decay under combination therapy that clears HCV, DENV, and

CVB3 infections. A combined drug effect on A) formation of replicase complex (RC) and for-

mation of translation complex (TC), B) formation of replicase complex (RC) and translation,

and C) formation of replicase complex (RC) and polyprotein cleavage. Initiation of treatment

was in steady state (100 h pi). The drug efficacy constant (εA and εB) were chosen as minimal

efficacies to clear all three viruses. For comparability, virus-specific concentrations in steady

state have been normalized to their virus-specific pre-treatment steady-state concentration. A

successful drug treatment leads to more than 99% viral eradication (light yellow), while an

ineffective drug treatment leads to 100% remaining virus (black) (see S1 Data).

(TIFF)

Author Contributions

Conceptualization: Carolin Zitzmann, Marco Binder, Lars Kaderali.

Data curation: Carolin Zitzmann, Christopher Dächert, Bianca Schmid, Hilde van der Schaar,
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109. Póvoa TF, Alves AMB, Oliveira CAB, Nuovo GJ, Chagas VLA, Paes M v. The pathology of severe den-

gue in multiple organs of human fatal cases: histopathology, ultrastructure and virus replication. PLoS

One. 2014; 9: e83386. https://doi.org/10.1371/journal.pone.0083386 PMID: 24736395

110. Hsu NY, Ilnytska O, Belov G, Santiana M, Chen YH, Takvorian PM, et al. Viral reorganization of the

secretory pathway generates distinct organelles for RNA replication. Cell. 2010; 141: 799–811. https://

doi.org/10.1016/j.cell.2010.03.050 PMID: 20510927

111. Bushell M, Sarnow P. Hijacking the translation apparatus by RNA viruses. Journal of Cell Biology.

The Rockefeller University Press; 2002. pp. 395–399. https://doi.org/10.1083/jcb.200205044 PMID:

12163463

112. Summers DF, Maizel J V., Darnell JE. The decrease in size and synthetic activity of poliovirus poly-

somes late in the infectious cycle. Virology. 1967; 31: 427–435. https://doi.org/10.1016/0042-6822(67)

90222-x PMID: 4290171

113. Boersma S, Rabouw HH, Bruurs LJM, Pavlovič T, van Vliet ALW, Beumer J, et al. Translation and rep-

lication dynamics of single RNA viruses. Cell. 2020; 183: 1930–1945.e23. https://doi.org/10.1016/j.

cell.2020.10.019 PMID: 33188777

114. Reid DW, Campos RK, Child JR, Zheng T, Chan KWK, Bradrick SS, et al. Dengue virus selectively

annexes endoplasmic reticulum-associated translation machinery as a strategy for co-opting host cell

protein synthesis. J Virol. 2018; 92: 1766–1783. https://doi.org/10.1128/JVI.01766-17 PMID:

29321322

115. Melia CE, Peddie CJ, de Jong AWM, Snijder EJ, Collinson LM, Koster AJ, et al. Origins of enterovirus

replication organelles established by whole-cell electron microscopy. mBio. 2019; 10. https://doi.org/

10.1128/mBio.00951-19 PMID: 31186324

116. Melia CE, van der Schaar HM, Lyoo H, Limpens RWAL, Feng Q, Wahedi M, et al. Escaping host factor

PI4KB inhibition: Enterovirus genomic RNA replication in the absence of replication organelles. Cell

Rep. 2017; 21: 587–599. https://doi.org/10.1016/j.celrep.2017.09.068 PMID: 29045829

PLOS COMPUTATIONAL BIOLOGY Modeling plus-strand RNA virus replication

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010423 April 4, 2023 36 / 38

PUBLICATIONS

92



117. Li X, Wang M, Cheng A, Wen X, Ou X, Mao S, et al. Enterovirus replication o organelles and inhibitors

of their formation. Frontiers in Microbiology. Frontiers Media S.A.; 2020. p. 1817. https://doi.org/10.

3389/fmicb.2020.01817 PMID: 32973693

118. Iglesias NG, Gamarnik A V. RNA biology dynamic RNA structures in the dengue virus genome. 2011.

https://doi.org/10.4161/rna.8.2.14992

119. Villordo SM, Alvarez DE, Gamarnik A V. A balance between circular and linear forms of the dengue

virus genome is crucial for viral replication. RNA. 2010; 16: 2325–2335. https://doi.org/10.1261/rna.

2120410 PMID: 20980673

120. Bolten R, Egger D, Gosert R, Schaub G, Landmann L, Bienz K. Intracellular localization of poliovirus

plus- and minus-Strand RNA visualized by strand-specific fluorescent in situ hybridization. J Virol.

1998; 72: 8578–8585. https://doi.org/10.1128/JVI.72.11.8578-8585.1998 PMID: 9765396

121. Guo J-T, Bichko V V., Seeger C. Effect of alpha interferon on the hepatitis C virus replicon. J Virol.

2001; 75: 8516–8523. https://doi.org/10.1128/jvi.75.18.8516-8523.2001 PMID: 11507197

122. Quinkert D, Bartenschlager R, Lohmann V. Quantitative analysis of the hepatitis C virus replication

complex. J Virol. 2005; 79: 13594–13605. https://doi.org/10.1128/JVI.79.21.13594-13605.2005

PMID: 16227280

123. Iwasaki A, Medzhitov R. Innate responses to viral infections. 6th ed. In: Fields BN, Knipe DM, Howley

PM, editors. Fields Virology: Sixth Edition. 6th ed. Wolters Kluwer Health/Lippincott Williams & Wil-

kins; 2013. pp. 189–213.

124. Lohmann V, Körner F, Koch JO, Herian U, Theilmann L, Bartenschlager R. Replication of subgenomic

hepatitis C virus RNAs in a hepatoma cell line. Science (1979). 1999; 285: 110–113. https://doi.org/10.

1126/science.285.5424.110 PMID: 10390360

125. Oh J-W, Ito T, Lai MMC. A recombinant hepatitis C virus RNA-dependent RNA polymerase capable of

copying the full-length viral RNA. J Virol. 1999; 73: 7694–7702. https://doi.org/10.1128/JVI.73.9.7694-

7702.1999 PMID: 10438859

126. Ma H, Leveque V, De Witte A, Li W, Hendricks T, Clausen SM, et al. Inhibition of native hepatitis C

virus replicase by nucleotide and non-nucleoside inhibitors. Virology. 2005; 332: 8–15. https://doi.org/

10.1016/j.virol.2004.11.024 PMID: 15661135

127. Tan BH, Fu J, Sugrue RJ, Yap EH, Chan YC, Tan YH. Recombinant dengue type 1 virus NS5 protein

expressed in Escherichia coli exhibits RNA-dependent RNA polymerase activity. Virology. 1996; 216:

317–325. https://doi.org/10.1006/viro.1996.0067 PMID: 8607261

128. Yang Y, Wang Z. IRES-mediated cap-independent translation, a path leading to hidden proteome. J

Mol Cell Biol. 2019; 11: 911–919. https://doi.org/10.1093/jmcb/mjz091 PMID: 31504667

129. Lee KM, Chen CJ, Shih SR. Regulation mechanisms of viral IRES-driven translation. Trends in Micro-

biology. Elsevier; 2017. pp. 546–561. https://doi.org/10.1016/j.tim.2017.01.010 PMID: 28242053

130. Pelletier J, Sonenberg N. The organizing principles of eukaryotic ribosome recruitment. Annual

Review of Biochemistry. 2019. pp. 307–335. https://doi.org/10.1146/annurev-biochem-013118-

111042 PMID: 31220979

131. Fernández-Garcı́a L, Angulo J, Ramos H, Barrera A, Pino K, Vera-Otarola J, et al. The internal ribo-

some entry site of dengue virus mRNA is Active when cap-dependent translation initiation is inhibited.

J Virol. 2021; 95. https://doi.org/10.1128/jvi.01998-20 PMID: 33298544

132. Finkel Y, Gluck A, Nachshon A, Winkler R, Fisher T, Rozman B, et al. SARS-CoV-2 uses a multi-

pronged strategy to impede host protein synthesis. Nature. 2021; 594: 240–245. https://doi.org/10.

1038/s41586-021-03610-3 PMID: 33979833

133. de Wilde AH, Snijder EJ, Kikkert M, van Hemert MJ. Host factors in coronavirus replication. Current

Topics in Microbiology and Immunology. Springer Verlag; 2018. pp. 1–42. https://doi.org/10.1007/82_

2017_25 PMID: 28643204

134. Ribeiro RM, Li H, Wang S, Stoddard MB, Learn GH, Korber BT, et al. Quantifying the diversification of

hepatitis C virus (HCV) during primary infection: Estimates of the in vivo mutation rate. PLoS Pathog.

2012; 8. https://doi.org/10.1371/journal.ppat.1002881 PMID: 22927817

135. Li DK, Chung RT. Overview of direct-acting antiviral drugs and drug resistance of hepatitis C virus.

Methods in Molecular Biology. Humana Press Inc.; 2019. pp. 3–32. https://doi.org/10.1007/978-1-

4939-8976-8_1 PMID: 30593615

136. Perales C, Quer J, Gregori J, Esteban JI, Domingo E. Resistance of hepatitis C virus to inhibitors:

Complexity and clinical implications. Viruses. MDPI AG; 2015. pp. 5746–5766. https://doi.org/10.

3390/v7112902 PMID: 26561827

137. McGivern DR, Masaki T, Williford S, Ingravallo P, Feng Z, Lahser F, et al. Kinetic analyses reveal

potent and early blockade of hepatitis C virus assembly by NS5A inhibitors. Gastroenterology. 2014;

147. https://doi.org/10.1053/j.gastro.2014.04.021 PMID: 24768676

PLOS COMPUTATIONAL BIOLOGY Modeling plus-strand RNA virus replication

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010423 April 4, 2023 37 / 38

Article I: Plus‐strand RNA virus replication

93



138. Bhattacharjee C, Singh M, Das D, Chaudhuri S, Mukhopadhyay A. Current therapeutics against HCV.

Virusdisease. 2021; 32: 228. https://doi.org/10.1007/s13337-021-00697-0 PMID: 34307769

139. Alazard-Dany N, Denolly S, Boson B, Cosset FL. Overview of hcv life cycle with a special focus on cur-

rent and possible future antiviral targets. Viruses. MDPI AG; 2019. p. 30. https://doi.org/10.3390/

v11010030 PMID: 30621318

140. Obi JO, Gutiérrez-Barbosa H, Chua J v., Deredge DJ. Current trends and limitations in dengue antivi-

ral research. Trop Med Infect Dis. 2021; 6: 180. https://doi.org/10.3390/tropicalmed6040180 PMID:

34698303

141. Abzug MJ, Michaels MG, Wald E, Jacobs RF, Romero JR, Sánchez PJ, et al. Editor’s choice: a ran-

domized, double-blind, placebo-controlled trial of pleconaril for the treatment of neonates with entero-

virus sepsis. J Pediatric Infect Dis Soc. 2016; 5: 53. https://doi.org/10.1093/JPIDS/PIV015

142. Bauer L, Lyoo H, van der Schaar HM, Strating JR, van Kuppeveld FJ. Direct-acting antivirals and host-

targeting strategies to combat enterovirus infections. Curr Opin Virol. 2017; 24: 1–8. https://doi.org/10.

1016/j.coviro.2017.03.009 PMID: 28411509

143. Kaptein SJF, Goethals O, Kiemel D, Marchand A, Kesteleyn B, Bonfanti JF, et al. A pan-serotype den-

gue virus inhibitor targeting the NS3–NS4B interaction. Nature 2021 598:7881. 2021; 598: 504–509.

https://doi.org/10.1038/s41586-021-03990-6 PMID: 34616043

144. Nagy PD, Pogany J. The dependence of viral RNA replication on co-opted host factors. Nat Rev Micro-

biol. 2012; 10: 137–149. https://doi.org/10.1038/nrmicro2692 PMID: 22183253

145. Hafirassou ML, Meertens L, Umaña-Diaz C, Labeau A, Dejarnac O, Bonnet-Madin L, et al. A global

interactome map of the dengue virus NS1 identifies virus restriction and dependency host factors. Cell

Rep. 2017; 21: 3900–3913. https://doi.org/10.1016/j.celrep.2017.11.094 PMID: 29281836

146. Lee JS, Tabata K, Twu WI, Rahman MS, Kim HS, Yu JB, et al. RACK1 mediates rewiring of intracellu-

lar networks induced by hepatitis C virus infection. PLoS Pathog. 2019; 15: e1008021. https://doi.org/

10.1371/journal.ppat.1008021 PMID: 31525236

147. Majzoub K, Hafirassou ML, Meignin C, Goto A, Marzi S, Fedorova A, et al. RACK1 controls IRES-

mediated translation of viruses. Cell. 2014; 159: 1086–1095. https://doi.org/10.1016/j.cell.2014.10.

041 PMID: 25416947

148. Adams DR, Ron D, Kiely PA. RACK1, A multifaceted scaffolding protein: Structure and function. Cell

Communication and Signaling. 2011; 9: 22. https://doi.org/10.1186/1478-811X-9-22 PMID: 21978545

149. Kobayashi K, Koike S. Cellular receptors for enterovirus A71. Journal of Biomedical Science 2020

27:1. 2020; 27: 1–12. https://doi.org/10.1186/s12929-020-0615-9 PMID: 31924205

150. Qing J, Wang Y, Sun Y, Huang J, Yan W, Wang J, et al. Cyclophilin A associates with enterovirus-71

virus capsid and plays an essential role in viral infection as an uncoating regulator. PLoS Pathog.

2014; 10: e1004422. https://doi.org/10.1371/journal.ppat.1004422 PMID: 25275585

151. Dawar FU, Tu J, Khattak MNK, Mei J, Lin L. Cyclophilin a: A key factor in virus replication and potential

target for anti-viral therapy. Curr Issues Mol Biol. 2017; 21: 1–20. https://doi.org/10.21775/cimb.021.

001 PMID: 27033630

152. Paul D, Hoppe S, Saher G, Krijnse-Locker J, Bartenschlager R. Morphological and biochemical char-

acterization of the membranous hepatitis C virus replication compartment. J Virol. 2013; 87: 10612–

27. https://doi.org/10.1128/JVI.01370-13 PMID: 23885072

153. Tabata K, Prasad V, Paul D, Lee JY, Pham MT, Twu WI, et al. Convergent use of phosphatidic acid for

hepatitis C virus and SARS-CoV-2 replication organelle formation. Nature Communications 2021

12:1. 2021; 12: 1–15. https://doi.org/10.1038/s41467-021-27511-1 PMID: 34907161

154. Ford Siltz LA, Viktorova EG, Zhang B, Kouiavskaia D, Dragunsky E, Chumakov K, et al. New small-

molecule inhibitors effectively blocking picornavirus replication. J Virol. 2014; 88: 11091–11107.

https://doi.org/10.1128/JVI.01877-14 PMID: 25008939

155. LaMarche MJ, Borawski J, Bose A, Capacci-Daniel C, Colvin R, Dennehy M, et al. Anti-hepatitis C

virus activity and toxicity of type III phosphatidylinositol-4-kinase beta inhibitors. Antimicrob Agents

Chemother. 2012; 56: 5149–5156. https://doi.org/10.1128/AAC.00946-12 PMID: 22825118

156. V’kovski P, Kratzel A, Steiner S, Stalder H, Thiel V. Coronavirus biology and replication: implications

for SARS-CoV-2. Nature Reviews Microbiology. Nature Publishing Group; 2021. pp. 155–170. https://

doi.org/10.1038/s41579-020-00468-6 PMID: 33116300

PLOS COMPUTATIONAL BIOLOGY Modeling plus-strand RNA virus replication

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010423 April 4, 2023 38 / 38

PUBLICATIONS

94



Article II: Dengue virus replication and host cell response

Article II: A coupled mathematical model of the intracellular replication
of dengue virus and the host cell immune response to infection.

Carolin Zitzmann, Bianca Schmid, Alessia Ruggieri, Alan S Perelson, Marco Binder, Ralf Barten‐
schlager, Lars Kaderali* (2020) A coupled mathematical model of the intracellular replication of
dengue virus and the host cell immune response to infection. Frontiers in microbiology 11:725.

I contributed to data curation, model development, formal analysis, investigation, software,
validation, visualization, and writing–original draft, review & editing.

* Corresponding author

The supplementary material is published and can be found online.

95



ORIGINAL RESEARCH
published: 29 April 2020

doi: 10.3389/fmicb.2020.00725

Frontiers in Microbiology | www.frontiersin.org 1 April 2020 | Volume 11 | Article 725

Edited by:

Erna Geessien Kroon,

Federal University of Minas

Gerais, Brazil

Reviewed by:

Renata Retkute,

University of Cambridge,

United Kingdom

Udo Reichl,

Max-Planck-Gesellschaft

(MPG), Germany

*Correspondence:

Lars Kaderali

lars.kaderali@uni-greifswald.de

†Present address:

Bianca Schmid,

CSL Behring GmbH,

Hattersheim, Germany

Specialty section:

This article was submitted to

Virology,

a section of the journal

Frontiers in Microbiology

Received: 21 July 2019

Accepted: 27 March 2020

Published: 29 April 2020

Citation:

Zitzmann C, Schmid B, Ruggieri A,

Perelson AS, Binder M,

Bartenschlager R and Kaderali L

(2020) A Coupled Mathematical

Model of the Intracellular Replication

of Dengue Virus and the Host Cell

Immune Response to Infection.

Front. Microbiol. 11:725.

doi: 10.3389/fmicb.2020.00725

A Coupled Mathematical Model of
the Intracellular Replication of
Dengue Virus and the Host Cell
Immune Response to Infection
Carolin Zitzmann 1,2, Bianca Schmid 3†, Alessia Ruggieri 3, Alan S. Perelson 2,
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Dengue virus (DV) is a positive-strand RNA virus of the Flavivirus genus. It is one of the

most prevalent mosquito-borne viruses, infecting globally 390 million individuals per year.

The clinical spectrum of DV infection ranges from an asymptomatic course to severe

complications such as dengue hemorrhagic fever (DHF) and dengue shock syndrome

(DSS), the latter because of severe plasma leakage. Given that the outcome of infection

is likely determined by the kinetics of viral replication and the antiviral host cell immune

response (HIR) it is of importance to understand the interaction between these two

parameters. In this study, we use mathematical modeling to characterize and understand

the complex interplay between intracellular DV replication and the host cells’ defense

mechanisms. We first measured viral RNA, viral protein, and virus particle production

in Huh7 cells, which exhibit a notoriously weak intrinsic antiviral response. Based on

these measurements, we developed a detailed intracellular DV replication model. We

then measured replication in IFN competent A549 cells and used this data to couple

the replication model with a model describing IFN activation and production of IFN

stimulated genes (ISGs), as well as their interplay with DV replication. By comparing the

cell line specific DV replication, we found that host factors involved in replication complex

formation and virus particle production are crucial for replication efficiency. Regarding

possible modes of action of the HIR, our model fits suggest that the HIR mainly affects

DV RNA translation initiation, cytosolic DV RNA degradation, and naïve cell infection. We

further analyzed the potential of direct acting antiviral drugs targeting different processes

of the DV lifecycle in silico and found that targeting RNA synthesis and virus assembly

and release are the most promising anti-DV drug targets.

Keywords: dengue virus, mathematical model, innate immune response, virus replication, computational

simulation
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INTRODUCTION

Dengue virus (DV) is the most prevalent vector-borne virus
in the world, with an estimated global number of 390 million
new infections annually, thereof 90 million with clinical
manifestations, including severe dengue disease (Bhatt et al.,
2013). DV poses a huge burden on human populations and
health systems in affected countries, and significantly impacts
the economy in tropical countries, including the southern
United States (WHO, 2012). Fueled by climate change and
globalization and accelerated further by viral evolution, the
expansion of DV is expected to increase further (Murray et al.,
2013). DV is transmitted mainly by female Aedesmosquitos, and
with the spread of its vector, DV is spreading as well (Campbell
et al., 2015). In consequence, the global incidence of DV infection
has already risen 30-fold during the past 50 years. Infection
with DV causes flu-like symptoms but is occasionally associated
with severe complications. The fatality rate of dengue infection
is between 1 and 5%, and below 1% with proper symptomatic
treatment (Ranjit and Kissoon, 2011). There is no antiviral
therapy available against DV, and the recently approved vaccine
has limited efficacy and depends on baseline serostatus of the
vaccine recipient (World Health Organization, 2016).

DV infects dendritic cells (DC), B cells, T cells, monocytes,
macrophages, but also the liver. DV is an enveloped, positive-
sense (+)RNA virus of the Flaviviridae family within the genus
Flavivirus, consisting of four distinct serotypes (DV1/2/3/4).
Its approximately 10.7 kb genome encodes the three structural
proteins capsid (C), precursor membrane (prM), and envelope
(E) protein and seven non-structural proteins (NS1, NS2A, NS2B,
NS3, NS4A, NS4B, and NS5). Upon entry into the host cell,
the viral RNA genome is translated at the rough endoplasmic
reticulum (rER) giving rise to a polyprotein, ∼3,400 amino acids
in length, which is co- and post-translationally cleaved by viral
and host proteases into the structural and non-structural proteins
(Neufeldt et al., 2018). DV induces membrane alterations at the
rER, forming membrane invaginations. The viral RNA genome
is amplified in these replication compartments (RC), starting
with minus-strand synthesis to obtain a double-stranded RNA
(dsRNA) intermediate which then serves as template for further
plus-strand synthesis. The newly synthesized viral (+)RNA
genomes leave the RC and are then either packaged into virions,
which after maturation are released from the infected cell, or
are again used for the next round of viral RNA translation
(Bartenschlager and Miller, 2008; Rodenhuis-Zybert et al., 2010;
Tuiskunen Bäck and Lundkvist, 2013; Screaton et al., 2015).

Abbreviations: AIC, Aikaike’s information criterion; (+)RNA, Positive-sense
RNA; DAA, Direct acting antiviral; DC, Dendritic cell; DF, Dengue fever;
DHF, Dengue haemorrhagic fever; dsRNA, Double-stranded RNA; DSS, Dengue
shock syndrome; DV, Dengue virus; rER, Rough Endoplasmic reticulum; HIR,
Host cell immune response; HCV, Hepatitis C virus; HF, Host factor; hpi,
hours post infection; IFN, Interferon; IIR, Innate immune response; ISG,
Interferon stimulated gene; JAK, Janus kinase; MDA-5, Melanoma differentiation
associated gene-5; MOI, Multiplicity of infection; NS, Non-structural protein;
ODE, Ordinary differential equations; PRR, Pattern recognition receptor; RC,
Replication compartment; RIG-I, Retinoic acid inducible gene-I; RLR, RIG-I like
receptors; STAT, Signal transducer and activator of transcription factor; TLR,
Toll-like receptors; WHO, World health organization.

The host cell’s defense against DV is mediated via pattern
recognition receptors (PRRs), in case of DV mainly via the
endosomal Toll-like receptors (TLR3/TLR7/TLR8) and the
cytosolic RNA helicases retinoic acid inducible gene I (RIG-
I) and melanoma differentiation associated gene 5 (MDA-5)
(Muñoz-Jordán and Fredericksen, 2010; Morrison et al., 2012).
TLR3 recognizes dsRNA, while TLR7 and TLR8 recognize viral
single-stranded RNA (Xagorari and Chlichlia, 2008). All three
TLRs activate signaling cascades that lead to the production
of interferon α/β (IFN α/β) and inflammatory cytokines. RIG-
I/MDA-5 signals via mitochondrial antiviral signaling protein
(MAVS) and tumor necrosis factor receptor-associated factor
3 (TRAF3), activating tank-binding kinase 1 (TBK1) and
ultimately phosphorylating interferon regulatory factor 3 (IRF3)
and activating nuclear factor kappa B (NF-κB). The subsequent
type I (α/β) and type III (λ) IFN production induces the
activation of hundreds of IFN stimulated genes (ISGs), bringing
the cells into an antiviral state and resulting in an inhibition
of DV (Nasirudeen et al., 2011; Tuiskunen Bäck and Lundkvist,
2013; Dalrymple et al., 2015).

DV, however, is not defenseless, and has evolved a number of
mechanisms antagonizing the antiviral response of the cell both
at the level of activation of the host cell immune response (HIR)
and the induced effector phase. For instance, 2’-O-methylation of
the DV RNA genome, mediated by NS5, was shown to slow down
the activation kinetics of the IFN response (Schmid et al., 2015).
In addition, the DV NS2B-3 protease cleaves the stimulator of
interferon genes (STING), thus reducing type I IFN production
(Diamond and Pierson, 2015). In fact, several groups have shown
that the suppression of the early IFN induction by DV is critical
for successful virus infection and replication (Shresta et al.,
2004; Perry et al., 2009). Moreover, Schmid et al. (2015) have
shown that the ability of IFN to control DV spread might be
stochastic and “leaky.” While secreted IFN protects surrounding
naïve cells from infection, this protection is incomplete with
cells infected with DV prior to activation of the IFN response
(Schmid et al., 2015). DV replication occurs inside membrane
vesicles corresponding to invaginations into the rER lumen, likely
shielding viral dsRNA intermediates from recognition by the
HIR (Welsch et al., 2009). At the level of the effector phase,
DV NS5, which contains the enzymatic activity for capping and
amplification of the viral RNA genome, was shown to bind to
and induce the degradation of the signal transducer and activator
of transcription factor (STAT) 2 via a proteasome-dependent
mechanism (reviewed in Neufeldt et al., 2018), thus blocking
ISG induction downstream of the IFN receptor. Therefore, the
interplay between DV and the innate immune response (IIR) is
complex, and its exact magnitude and dynamics likely impact and
possibly determine clinical outcome of the infection.

Mathematical modeling is a valuable tool to study complex
dynamical systems and has been employed to analyze infection
dynamics for a number of different viruses (Zitzmann and
Kaderali, 2018). Most previous work on modeling viral infection
has built on the basic model introduced by Nowak and
Bangham (1996) and Nowak et al. (1996), focusing on the
dynamics of susceptible cells, infected cells, and virus at the
cell population level. Especially, the within-host dynamics of
human immunodeficiency virus (HIV) and hepatitis C virus
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(HCV) have been studied in detail with simple models on the cell
population scale with regard to the antiviral immune response
and treatment opportunities (Ho et al., 1995; Wei et al., 1995;
Perelson et al., 1996, 1997; Bonhoeffer et al., 1997; Neumann,
1998; Stafford et al., 2000; Perelson, 2002; Rong and Perelson,
2009; Perelson and Ribeiro, 2013; Perelson and Guedj, 2015).
In the case of DV modeling, these so-called target cell-limited
models have been linked to the adaptive immune response via
modeling of antibodies and T cell responses (Clapham et al.,
2014; Ben-Shachar et al., 2016), and the IIR by IFN (Ben-
Shachar and Koelle, 2014; Schmid et al., 2015). Several authors
have furthermore developed intracellular replication models for
related viruses (Dahari et al., 2007; Heldt et al., 2012, 2013; Binder
et al., 2013; Guedj et al., 2013; Clausznitzer et al., 2015; Laske
et al., 2016; Benzine et al., 2017; Aunins et al., 2018), but to
our knowledge there is no mathematical model describing the
intracellular steps of DV replication to date. In this manuscript,
we focus on the highly dynamic initial phase post cell infection
and developed a detailed differential equations model capable
of quantitatively describing the intracellular infection dynamics.
We measured viral replication in two different cell lines, Huh7
cells (with very little HIR) and A549 cells (with high HIR
competence). By integrating the main steps of the HIR into the
model, we were able to describe the infection kinetics in both cell
types. Our investigation focuses on the cell line-specific impact
of host factors, which determine RNA synthesis efficiency, and
the involvement of the HIR. Using our mathematical model,
we identified possible antiviral modes of action of the HIR on
the DV lifecycle and the viral countermeasures suppressing DV
recognition and activation of the HIR. We further identified
the most sensitive processes in the DV lifecycle, which might
constitute promising antiviral drug targets, and we evaluated
possible antiviral intervention strategies in silico.

MATERIALS AND METHODS

Measuring DV Replication in Huh7 and
A549 Cells
Cell Lines
A549 and Huh7 cells were cultivated at 37◦C, 5% CO2 in of
DMEMcplt (2 mmol/L L-glutamine, non-essential amino acids,
100 U/ml penicillin, 100µg/ml streptomycin and 10% fetal
calf serum).

Kinetics Experiments (120830 and 120921)
2 × 105 A549 and Huh7 cells were seeded 1 day prior infection.
Cells were infected with DV reporter virus expressing Renilla
Luciferase (Schmid et al., 2015) at a MOI of 10. After 1 h, the
inoculum was removed and cells washed thrice with sterile PBS
prior addition of DMEMcplt. Cells were incubated at 37◦C for
the indicated time points.

Infectivity Titers
Supernatants were harvested and filtered through a 0.45 µm-
pore size membrane. Supernatants were supplemented with
15mM HEPES and stored at −80◦C. Infectivity titers of virus
supernatants were determined by limiting dilution assay using
Huh7.5 cells as described elsewhere (Lindenbach et al., 2005).

Interferon Lambda ELISA
Supernatants of infected cells were supplemented with 1%
(v/v) Triton X-100 to inactivate DENV infectious particles
and subsequently stored at −80◦C until further use. Interferon
lambda protein release was determined by VeriKine-DIYTM
Human Interferon Lambda/IL-28B/29/28A ELISA (PBL
Interferon Source, USA) with an assay range of 62.5 to 4,000
pg/ml. ELISA procedure was conducted according to the
manufacturer’s protocol using high binding 96 well ELISA
microplates (Greiner Bio-One, Frickenhausen, Germany). The
optical density of each well was determined immediately using a
microplate reader set to 450 nm.

RT-qPCR
Cells were lysed for RNA extraction and subsequent qRT-PCR
analysis by adding 350 µl RA1 lysis buffer (Macherey-Nagel,
Düren, Germany) supplemented with 1% β-mercapto-ethanol
and stored at −80◦C. Total RNA was extracted using the
NucleoSpin RNA II Kit (Macherey-Nagel) as recommended by
the manufacturer. RT-qPCR was described elsewhere (Schmid
et al., 2015). The following primers were used: DENV2 (forward
5′-GCC CTT CTG TTC ACA CCA TT-3′; reverse 5′-CCA CAT
TTG GGC GTA AGA CT-3′); IFIT1 (forward 5′- GAA GCA
GGC AAT CAC AGA AA-3′; reverse 5′-TGA AAC CGA CCA
TAG TGG AA-3′). GAPDH mRNA (primer forward 5′ - GAA
GGT GAA GGT CGG AGT C−3′; reverse 5′ - GAA GAT
GGT GAT GGG ATT TC – 3′) was used for normalization of
input RNA.

Luciferase Assay
Cells were lysed in 100 µl Luciferase lysis buffer (1% Triton X-
100, 25mM glycyl-glycine, 15mM MgSO4, 4mM EGTA, and
1mMDTT, pH 7.8) and stored at−80◦C. For detection of Renilla
luciferase activity, 20µl lysate was mixed with 100µl assay buffer
(25mM glycyl-glycine, 15mMMgSO4, 4mM EGTA, and 15mM
potassium phosphate pH 7.8) containing 1.4µM coelenterazine
(P.J.K). All measurements were done in duplicate by using a
tube luminometer (Berthold, Pforzheim, Germany). Replication
efficiency was determined by normalization to the 2 h values
reflecting infection efficiency.

Mathematical Model
We developed a mechanistic mathematical model using ordinary
differential equations (ODEs) and mass action kinetics to analyze
the interplay between DV and the HIR. We have previously
published a detailed intracellular replication model for HCV
(Binder et al., 2013). Both DV and HCV are closely related
(+)RNA viruses of the same family, and their intracellular
replication proceeds in similar steps. We therefore used the
mathematical model of HCV replication as the basis for the
model structure of the current DV model. This model was
then extended to the full virus lifecycle by adding infection and
assembly of new virus particles to themodel.We then adapted the
model to DV where necessary (see details below), refitted model
parameters on the Huh7/DV infection data and complemented
the replication model by an HIR sub-model that comprises the
key components of the IIR. Figure 1 gives an overview of the DV
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replication sub-model and Figure 2 shows the HIR sub-model;
we describe each of the mainmodel components in the following.

DV Replication
Our DV replication sub-model (Figure 1) is composed of four
main processes in the DV lifecycle: (1) Binding of DV particles
to the cell surface and viral entry via endocytosis. (2) Uncoating
and release of the viral RNA genome into the cytoplasm, followed
by translation into a polyprotein that is subsequently cleaved
into the structural and non-structural viral proteins. (3) The
non-structural viral proteins initiate the formation of a RC,
in which the viral RNA replication takes place via a dsRNA
intermediate. (4) The newly synthesized (+)RNA can then be
used as a template for further RNA replication, for protein
production at the ribosomes, or it is used together with the

structural proteins to assemble new virus particles, which are
then released from the cell. The cycle thereafter starts over again
with further infection of naïve cells.

We model the infection process by the following three ODEs,
where V describes extracellular virus, VA is virus that has
attached to the host cell but is still at the cell surface, and VE is
virus that has been endocytosed:

dV

dt
= kreVINF − kaV − µVV − wV (1)

dVA

dt
= kaV − keVA (2)

dVE

dt
= keVA − kfVE − µVEVE (3)

FIGURE 1 | Graphical illustration of the DV replication model. (1) The Virus (V ) attaches to a permissive cell (ka) and (2) enters via receptor-mediated endocytosis (ke).

(3) The virus in the endosome (VE ) is degraded with rate (µVE ). The viral and endosomal membrane fuse (kf ) and release the viral RNA genome (RV ), which is degraded

with rate µRV . (4) Ribosomes (RiboDV ) bind (k1) at the viral RNA genome, forming a translation complex (TC), which in turn is degraded with rate µTC. (5) The viral

genome is translated (k2) into a long polyprotein (PP ) and (6) subsequently cleaved (kc) into structural (PS) and non-structural proteins (PN ), which degrade with rate

µPS and µPN , respectively. During the translation, luciferase (L) is produced as a marker for translation activity and is degraded with rate µL. (7) The TC together with

non-structural proteins and host factors (HF) initiating the formation (kPin) of a replication complex (RRC). (8) The antisense synthesis (k4m) leads to production of

double-stranded RNA (dsRNA) that (9) binds to non-structural proteins in the Replication Compartment RC (PRC) forming (k5) a minus-strand RNA intermediate

complex (RIDS). RIDS in turn (10) initiates plus-strand RNA synthesis (k4p). (11) The newly synthesized plus-strand RNA (RP ) can be exported out of the RC into the

cellular cytoplasm (kPout ), (12) undergoes another round of replication (k3) or (13) is packed into virus particles and released (kr ) from the host cell (14), where it can

infect naïve cells (kre) for a further round of replication. Species in the RC degrade with constant rate µRC, (15) except the dsRNA species which get transported out the

RC with rate constant µRC resulting in an accumulation of dsRNA in the cytoplasm (RR). Extracellular IFN and ISG proteins have an antiviral effect (AE⊣ see Figure 2)

on the DV lifecycle via different mechanisms (k1, kre, and µRV ) while the PN dependent countermeasures (VC⊣) targeting HIR pathways (krig and kjak , see Figure 2).
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FIGURE 2 | Graphical illustration of the HIR sub-model. (16) Upon recognition of cytoplasmic dsRNA (RR) via the RIG-I pathway (krig), IFN (FIN ) is produced that (17) is

released from the cell (ks). (18) Extracellular IFN (FEX ) activates the JAK/STAT pathway (kjak ) that leads to the production of ISG mRNA (IR). (19) Ribosomes (RiboHIR)

bind to ISG mRNA in order to form (kIC) a translation initiation complex (IC) that (20) translates (kt ) the ISG mRNA into ISG proteins (IP ). Extracellular IFN and ISG

proteins have an antiviral effect (AE⊣) on the DV lifecycle via different mechanisms (k1, kre, and µRV , see Figure 1) while the PN dependent countermeasures (VC⊣,

see Figure 1) targeting HIR pathways (krig and kjak ).

Equation (1) and (2) describe how extracellular virus (V) binds at
the cell surface of a permissive host cell with rate constant ka and
degrades with rate constant µV (Equation 1). To keep the model
simple, we assume that attachment is non-reversible. According
to the experimental set-up, the cells were washed to remove
unbound virus from the initial infection. This is considered in
the model through the term wV , where w is modeled as

w = ωs
1√
2πω2

d

e
−
(t−ωt)

2

2ω2
d , (4)

with washing time point ωt , washing duration ωd, and washing
strength ωs (for more details, see Supplementary Material).
The term kreVINF in Equation (1) describes newly released
infectious virus particles from previous rounds of virus
replication, which can infect naïve cells. Equations (2) and
(3) describe cell entry: Attached virus (VA) enters the cell
with rate constant ke via receptor-mediated endocytosis.
Subsequently, virus in the endosome (VE) undergoes
conformational changes of the nucleocapsid, leading to
fusion of the viral and endosomal membranes with rate
constant kf (Equation 3). Endocytosed virus VE decays with rate
constant µVE .

The steps associated with RNA translation are described
by the following ODEs, which are based on our previously
published HCV replication model (Binder et al., 2013). Here,
RV describes viral (+)RNA in the cytoplasm, TC corresponds
to active translation complexes, PP describes viral polyprotein,
and PS and PN are representatives for the structural and non-
structural viral proteins, respectively. In our experimental data,
PP is measured via a bicystronic luciferase reporter system,
the species L is therefore required for model fitting purposes
and gives luciferase protein concentration, which degrades with
rate constant µL. The following ODEs describe the temporal

evolution of these species:

dRV

dt
= kfVE − k1RV

(
RiboDVtot − TC

)
+ k2TC (5)

+kPoutRP − µRVRV

dTC

dt
= k1RV

(
RiboDVtot − TC

)
− k2TC (6)

− kPinPNTC
(
HFRC0 − RRC

)
− µTCTC

dPP

dt
= k2TC − kcPP (7)

dL

dt
= k2TC − µLL (8)

dPS

dt
= kcPP − µPSPs − NPS vp (9)

dPN

dt
= kcPP − kPinPNTC

(
HFRC0 − RRC

)
− µPNPN (10)

After cell entry, the viral RNA genome RV is released into the
cytoplasm and is subsequently translated giving rise to viral
protein or is degraded with rate constant µRV (Equation 5). Free
ribosomes (RiboDV ) reversibly bind to the viral RNA genome
(RV ) to form a translation initiation complex (TC, Equation
6) with rate constant k1. We assume that the total number of
ribosomes, RiboDVtot , is constant, hence free ribosomes available
for translation are given by RiboDV (t) = RiboDV0 − TC and
it is not necessary to introduce a separate equation for the
ribosomes. HFRC0 represents one or more unspecified host cell
factor(s) that are required for formation of the RC and is assumed
constant (see Table S1). Upon translation of the viral genome
into a polyprotein (PP, Equation 7) with rate constant k2, the
translation initiation complex (TC) dissociates into free viral
RNA (RV ) and ribosomes (RiboDV ). Furthermore, during TC
degradation with rate constant µTC, ribosomes dissociate from
the complex: RiboDV + RV → TC → RiboDV + RV +

PP + L. We measure polyprotein production using a luciferase
reporter system, and hence include luciferase (L, Equation 8)
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into the mathematical model. L is produced with rate constant
k2 and is degraded with rate constant µL. The polyprotein (PP)
is cleaved into structural (PS) and non-structural proteins (PN)
with rate constant kc, which degrade with rate constants µPS

and µPN , respectively. We note here further that later in the
virus lifecycle, the structural proteins (PS, Equation 9) are packed
together with newly synthesized (+)RNA (RP) into virions, thus
the corresponding term involving vp in equation (9), which is
detailed in equation (17) below. Furthermore, the non-structural
proteins (PN), e.g., the RNA-dependent-RNA polymerase, are
required for viral RNA synthesis (compare Equation 11).

Equations (11) to (16) describe the viral RNA replication
inside the replication vesicles. The species RRC describes
a replication intermediate complex for minus strand RNA
synthesis inside the RC, whereas RIDS is the corresponding
intermediate complex for (+)RNA production. RDS and RP
describe dsRNA and single (+)RNA in the RC. PRC corresponds
to the viral RNA polymerase in the RC that is required
for RNA replication. Replication is thus modeled by the
following equations:

dRRC

dt
= kPinPNTC

(
HFRC0 − RRC

)
− k4mRRC (11)

+k3RPPRC
(
HFRC0 − RRC

)
− µRCRRC

dRDS

dt
= k4mRRC − k5RDSPRC + k4pRIDS − µRCRDS (12)

dRIDS

dt
= k5RDSPRC − k4pRIDS − µRCRIDS (13)

dRR

dt
= µRC(RDS + RIDS)− µRVRR (14a)

dPRC

dt
= k4mRRC − k3RPPRC

(
HFRC0 − RRC

)
(15)

−k5RDSPRC + k4pRIDS − µRCPRC

dRP

dt
= k4pRIDS − k3RPPRC

(
HFRC0 − RRC

)
(16)

−kPoutRP − vp − µRCRP

By analogy to HCV, we assume here that the initiation of
RNA replication occurs from freshly translated viral RNA, hence
Equations (6) and (11) model RNA import into the RC from
TC (instead of RV ) with rate constant kPin. At the same time,
non-structural proteins (PN), required for RNA synthesis, and
an unspecified host factor HFRC, required for the formation of
the RC, are imported into the RC. These assumptions directly
match those made in our published HCV replication model
(Binder et al., 2013). As the total amount of host factor HFRC is
assumed constant during the time scales considered in themodel,
a separate equation for HFRC is not necessary. We furthermore
note that, while numerous replication vesicles can be observed
during DV replication in every single cell (Welsch et al., 2009),
we assume in the model that the sum of all replication vesicles
is regarded as a single, large replication compartment, compare
(Dahari et al., 2007).

After formation of the replication initiation complex RRC,
minus-strand RNA synthesis is initiated with rate constant

k4m, leading to the production of dsRNA (RDS, Equation 12)
and liberation of viral proteins which remain in the RC (PRC,
Equation 15). For the synthesis of (+)RNA (RP, Equation 16),
dsRNA (RDS) binds again to PRC with constant rate k5 in order to
form a minus-strand RNA intermediate complex (RIDS, Equation
13). The minus-strand RNA intermediate complex (RIDS) serves
as a template for (+)RNA synthesis with constant rate k4p and
subsequently dissociates into dsRNA (RDS) and viral protein
(PRC). The newly synthesized (+)RNA (RP) can then either be
transported out of the RC into the cytoplasm with rate constant
kPout , it can be used for a further round of replication with rate
constant k3, or it is used to assemble new virions, which are then
released from the cell (vp). We assume that all species in the RC
are protected from active degradation, and decay together with
the membrane vesicles with a common rate constant µRC.

Since the RCs might represent a protective environment
for DV replication by shielding DV RNA from the host’s
immune response recognition (Scutigliani and Kikkert, 2017),
we introduced a cytosolic dsRNA species (RR, Equation 14a).
Therefore, for the dsRNA species within the RC, RDS and
RIDS, µRC represents a transfer rate into the cytoplasm and
leads to the accumulation of cytosolic dsRNA that is detectable
by the innate immune sensor (Chazal et al., 2018), while the
RNA species within the RC remain protected. In order to
account for a slow transfer rate without introducing another
model parameter, we use the RNA degradation rate inside the
replication compartment, µRC, for this purpose. Similar to the
single stranded RNA species within the cytoplasm, the cytosolic
dsRNA degrades with rate µRV .

Finally, Equations (17) to (19) model the assembly and
release of new virus particles. To produce one infectious virion,
the newly synthesized (+)RNA (RP) assembles together with
structural proteins: 180C proteins, 180 E, and 180 prM/M
proteins (Kuhn et al., 2002). Moreover, it has been shown that
non-structural proteins support DV particle production as well,
e.g., DVNS1 (Scaturro et al., 2015). However, we observed during
model fitting that non-structural proteins were not rate limiting
for virus assembly and therefore we neglected PN in the assembly
process, while we focused on structural proteins and host factors
required or participating in virus assembly and release (for more
information see Supplementary Material).

We model DV assembly and release (vp) using a Michaelis-
Menten type equation, as

vp = kpRP
∏

j

Pj

KD · NPj + Pj
, (17)

with j ∈ {PS,HFPP}, NPj the number of each protein Pj, and cell
line-specific virion release rate constant kp, compare (Heldt et al.,
2012). We require here that sufficient proteins per virion need
to be available in order to reach the half-maximal virion release
rate KD. Furthermore, we introduced a second host factor HFPP
for particle production, with a cell line-specific basal production
rate kHFPP :

dHFPP

dt
= kHFPP − NHFPP vp. (18)
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The infectious virions (VINF) are released from the cell and are
then able to infect naïve cells with a reinfection rate constant kre
(Equation 19); they furthermore are assumed to degrade with rate
constant µV , thus

dVINF

dt
= vp − kreVINF − µVVINF . (19)

Host Cell Immune Response
We coupled the replication model with a simple model
containing the central steps of the cell’s IIR to infection. This
HIR sub-model (Figure 2) comprises four main processes: (1)
The recognition of viral RNA by cellular PRRs, leading to the
initiation of a signaling cascade that causes (2) the production
and release of IFN. (3) Subsequently, secreted IFN triggers the
transcription of mRNAs of hundreds of ISG, which are then (4)
translated into ISG proteins that act upon multiple processes in
the DV lifecycle. To keep the model simple, we subsume the
different ISGs by a single representative species, included in the
model by its mRNA (IR) and protein (IP) species.

As mentioned above and to keep the model simple, we include
only dsRNA recognition via RIG-I/MDA-5 into the model. As
soon as dsRNA is detectable in the cytoplasm, it activates the
HIR. We therefore modified the equation for RR (Equation 14a)
as follows (changes in bold), where krig describes the rate at
which the RIG-I pathway is activated and IFN is produced when
cytoplasmic RR is bound by the receptor:

dRR

dt
= µRC (RDS + RIDS)− µRVRR − krigRR. (14b)

The dynamics of key components of the HIR, namely
intracellular IFN (FIN), secreted IFN (FEX), ISG mRNA (IR), and
ISG protein (IP) are given by the following ODEs:

dFIN

dt
= krigRR − ksFIN − µFFIN , (20)

dFEX

dt
= ksFIN − kjakFEX − µFFEX , (21)

dIR

dt
= kjakFex − kICIR

(
RiboHIRtot − IC

)
+ ktIC

−µIR IR, (22)

dIC

dt
= kICIR

(
RiboHIRtot − IC

)
− ktIC − µICIC, (23)

dIP

dt
= ktIC − µIP IP. (24)

Here, upon recognition of cytoplasmic dsRNA (RR, Equation
14b), the cell produces IFN (FIN , Equation 20) via the RIG-
I/MDA-5 pathway with rate constant krig . IFN either degrades
with rate constant µF or is secreted from the cell (FEX , Equation
21) with rate constant ks and then degrades extracellularly with
rate constant µF . Extracellularly, FEX binds to receptors that
activate the JAK/STAT pathway, we assume this to happen
with rate constant kjak. Activation of the JAK/STAT pathway
then triggers the production of ISG mRNAs (IR, Equation 22),
which we assume to degrade with rate constant µIR . Ribosomes

(RiboHIR) bind to IR to form a translation initiation complex (IC,
Equation 23) with rate constant kIC, which in turn degrades with
rate constant µIC. The subsequent translation of the translation
initiation complex (IC) with rate constant kt leads to the
production of ISG proteins (IP, Equation 24). We assume that IP
degrades with rate constantµIP . Similar to TC, IC dissociates into
RiboHIR and IR (IR + RiboHIR → IC → IP + IR + RiboHIR). Note
that in order to prevent ribosomal competition in the model, we
discriminate between ribosomes used for DV RNA translation
(RiboDV ) and ribosomes used for the HIR (RiboHIR).

The ISG proteins (IP) affect numerous processes in the viral
lifecycle. Here we focus on effects it has on the formation of the
translation initiation complex (k1) and the degradation of viral
RNA in the cytoplasm (µRV ) (Diamond, 2014; Castillo Ramirez
and Urcuqui-Inchima, 2015). We furthermore assume that the
ISGs cannot reach species inside of the replication vesicles, which
thus provides a protected environment for viral replication (see
Supplementary Material for details). We include these effects
into the model by decreasing the corresponding reaction rate
constant k1 to

k̂1 =
k1

1+ εk1 IP
, (25)

and increasing the degradation rate µRV to

µ̂RV = µRV (1+ εµRV IP). (26)

Furthermore, we take into account that IFN released from
infected cells can protect naïve cells from infection by bringing
them into an antiviral state, this has been integrated into the
model by decreasing the corresponding reaction rate constant
kre to

k̂re =
kre

1+ εkreFEX
. (27)

The efficacy constants ε∗ measures the efficacy of the inhibition
on a range from 0 (no effect) to 1 (full inhibition).

Viral Countermeasures
DV is not only subjected to theHIR, but viral proteins in turn also
impair the host’s immune response, thus constituting a negative
feedback loop of mutual inhibition. Several viral proteins have
been described inhibiting HIR pathway activation. For example,
DV NS3, NS4A, and NS5 inhibit the RIG-I pathway activation
by the methylation of the DV RNA (DV NS5) or by blocking
the RIG-I/MAVS interaction (DV NS4A) (Chazal et al., 2018).
Additionally, by promoting the degradation of STAT2, DV NS5
impairs activation of the JAK/STAT pathway and thus ultimately
inhibits ISG production upon exposure of the cell to exogenous
IFN (Ashour et al., 2009; Mazzon et al., 2009). Therefore, we
incorporated the ability of DV to circumvent the HIR in two
ways (ĉx): (i) by reducing the reaction rate of the RIG-I pathway
activation that may lead to a decreased IFN production (krig), and
(ii) by decreasing the reaction rate for the JAK/STAT pathway
activation that may result in a decreased ISG expression (kjak).
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Similarly, to the antiviral HIR effect, we incorporated these viral
countermeasure effects into our model

ĉx =
cx

1+ εxPN
, (28)

with cx ∈ {krig , kjak} and its efficiency constant εx ∈ [10−5, 1],
dependent on DV non-structural protein concentration. Hence,
we replaced the rate constants krig and kjak in equations (14b),

(20), (21), and (22) by the terms k̂rig and k̂jak as defined above
(see Supplementary Material for details).

Parameter Estimation
We implemented the mathematical model in Matlab Release
2016b (The Mathworks). Twenty out of the total 56 model
parameters were fixed based on evidence from literature, direct
calculations or observations made during the optimization
process, see Tables S6, S7. In brief, since infection experiments
were carried out at a multiplicity of infection (MOI) of 10 and
assuming that the fraction of infected cells follows a Poisson
distribution (Flint et al., 2009; Wulff et al., 2012), we computed
an initial virus concentration of V0 = 10 infectious virus
particles per ml per cell. Washing of cells to remove unbound
virus was performed thrice after 1 h for a duration of 6min,
we therefore set ωt = 1 h, ωd = 0.1 h and assume a
washing strength of ωs = 100. Model parameters for translation
and replication rates were estimated based on the DV genome
length of approximately 10,700 nucleotides and DV polyprotein
length of 3,400 amino acids. During the fitting process, we
observed no difference whether the ribosomes bind to viral RNA
(RV ) or host cell mRNA (IR) and set k1 = kIC. Assuming a
translation velocity of 3 to 8 AA/s per polysome and assuming
10 ribosomes bound to each 2,000 AA (Dahari et al., 2009),
we obtain k2 = 100 h−1. The translation rate (kt) for the
ISG proteins (IP) was calculated accordingly as kt = 120 h−1,
using the IFIT1 protein as a representative ISG with a length
of 478 AA (Safran et al., 2010). RNA synthesis rate constants
were calculated as k4m = k4p = 1.01 h−1, using a transcription
rate of 180 nt per min (Dahari et al., 2009). Degradation rates
for extracellular virus and IFN were set to µV = 0.4 h−1 and
µF = 0.15 h−1 (Schmid et al., 2015). Note that for simplicity,
we assumed that the intracellular IFN degradation equals the
extracellular degradation, µF . We observed a higher stability of
virus within endosomes (µVE ) compared to extracellular virus
(µV ) and fixed the degradation rate of virus within endosomes
to µVE = 0.5 · µV . The degradation rate for luciferase µL =

0.35 h−1 as well as the polyprotein cleavage rate kc = 1 h−1

were taken from our HCV replication model (Binder et al.,
2013). The translation initial complexes TC and IC are assumed
to be more stable than free cytosolic DV RNA genome (RV )
and ISG mRNA (IR) due to the bound ribosomes. Therefore,
the degradation rates µTC and µIC are assumed to be lower
than the degradation rates µRV and µIR . The degradation rate
for ISG proteins was fixed to µIP = 0.03 h−1, corresponding
to a half-life of t1/2 = 24 h based on literature showing
half-lives for ISG proteins in the range of 12 h and 2.3 days
(Ronni et al., 1993; Martensen and Justesen, 2004; Haller et al.,
2007; Bogunovic et al., 2013). The half-maximal virion release

rate (KD) needed for the virus assembly and release term (vp)
was approximated based on the experimental measurements of
extracellular virus particles. Here, we calculated that in Huh7
cells, KD = 1.8 virions/ml per measurement time point
were produced, while in A549 cells, KD = 0.7 virions/ml
per measurement time point were produced. The number of
structural proteins required to produce one virion has been
taken from literature with NPS = 180 molecules/virion (Kuhn
et al., 2002). During the fitting process, we observed a 10 times
higher basal production rate for the host factor involved in
assembly/release in Huh7 cells than in A459 cells. We therefore
set kHuh7HFPP

= 10 · kA549HFPP
. Furthermore, we observed that the

initial concentration of the cell line specific host factor involved
in virus assembly and release was fitted to the same value and
thus set HFHuh7PP0

= HFA549PP0
= HFPP0 . However, we assume that

the initial host factor (HFRC0 , HFPP0 ) and ribosome (RiboDV0 ,
RiboHIR0 ) concentrations, as well as the number of consumed
host factors in the virus assembly and release process (NHFPP ) are
≥ 1molecules/virion. The antiviral HIR and DV countermeasure
efficiency constants were estimated within ε∗ ∈ [10−5, 1],
while the remaining model parameters have been estimated
within the range

[
10−5, 103

]
. Initial specie concentrations were

VA0 = VE0 = VINF0 = 0 virions/ml for virus species,
RV0 = TC0 = RRC0 = RDS0 = RIDS0 = RR0 = RP =

PP0 = PS0 = PN0 = L0 = PRC0 = 0 molecules/ml for
viral RNA, protein and luciferase species and FIN0 = FEX0 =

IR0 = IC0 = IP0 = 0 molecules/ml for the IFN and ISG
species, while the initial concentrations of host factors (HFRC0 6=

HFPP0 6= 0molecules/ml) and ribosomes (RiboDV0 6= RiboHIR0 6=
0 molecules/ml) have been estimated (for more details, see
Supplementary Material).

To fit the model to the experimental data, we computed
RtotP = (VE + RV + TC + RRC + RDS + RIDS + RR + RP),
V tot = (V + VA + VINF), and ItotR = (IR + IC) and introduced
four scaling factors fScaleL, fScaleR, fScaleF , and fScaleIR to
rescale experimental measurements acquired in relative values
(Luciferase, DV RNA, and ISG mRNA) and pg/ml (IFN).
Remaining free model parameters were then estimated from the
experimental data. Parameter estimation was performed using
the Data2Dynamics Matlab toolbox (Raue et al., 2015), using a
deterministic trust region algorithm (lsqnonlin) with Latin hyper
cube multi-start, minimizing the log likelihood function (Raue
et al., 2013) (for more details see Supplementary Material).
Parameter estimation was performed simultaneously for the
Huh7 and A549 cell lines, where only the DV replication sub-
model was used in the Huh7 cells and the full model including
the immune response sub-model in the A549 cell line. The only
other parameters that were allowed to vary between the two cell
lines were the initial concentrations of the host factor for the
formation of the minus-strand synthesis complex (HFRC0 ) as well
as the basal production (kHFPP ) of the host factor for particle
production (HFPP0 ). It is likely that more processes are cell line
specific, however, here we summarized all model parameters
that did not show any impact on the model fit and focused
mainly on cell line specific host factor availability andHIR effects.
Tables S6, S7 summarize the final, resulting model parameters
used after model fitting.
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Model Analysis
Simulation of Antiviral Intervention
We used the model to study potential antiviral strategies. For
this purpose, we extended the model by effects of direct-acting
antiviral drugs (DAAs). A drug efficacy parameter 0 ≤ ε ≤ 1 was
introduced to simulate drug effects on viral attachment (ka), viral
entry (ke), formation of the translation initiation complex (k1),
translation (k2), polyprotein cleavage (kc), replication complex
formation (kPin), minus- and (+)RNA synthesis (k4m and k4p),
virus particle production and release (vp), and infection of naïve
cells (kre), by multiplying the corresponding parameter with (1−
ε). We then calculated the time-averaged infectious virus particle
concentration released from the cell upon drug administration
(ε > 0) within a time interval of 5 days (1t = 120 h), normalized
to the time-averaged infectious virus concentration without drug
treatment (ε = 0) as

ψ =

〈
VINF (t)Tε>0

〉
〈
VINF (t)Tε=0

〉 , (29)

with

〈VINF (t)T〉 =
1

1t

∫ T+1t

t
dtVINF (t), (30)

where T refers to the time point of drug administration (T ≤ t ≤
T +1 t).

Identifiability and Sensitivity Analysis
We assessed model identifiability using the profile likelihood
method, which analyzes both structural and practical
identifiability. The profile likelihood method evaluates the
change in the likelihood function after modification of one
individual model parameter by re-optimizing the remaining
model parameters (Raue et al., 2009; Kreutz et al., 2013; Maiwald
et al., 2016), thus assessing if changes in a given parameter can be
compensated by modifications in other model parameters. Based
on the profile likelihood, we calculated 95% confidence intervals
on model parameters, which imply parameter identifiability if
the confidence interval is finite (Raue et al., 2009, 2015). Local
and global sensitivity analysis were carried out in Matlab using
the SensSB toolbox (Rodriguez-Fernandez and Banga, 2010)
and the extended Fourier Amplitude Sensitivity Test (eFAST)
(Marino et al., 2008). Sensitivities with regard to polyprotein
(PP), total (+)RNA (RtotP ) and total Virus (V tot) concentrations
were calculated for the two time points t = 4 hpi (early during
infection) and t = 72 hpi (at steady state).

RESULTS

In order to in silico analyze the full DV lifecycle in the absence
and presence of HIR mechanisms, we developed a detailed
model of the intracellular DV lifecycle and coupled this model
to an HIR model, taking into account the antiviral effect of an
active immune response on the DV lifecycle as well as DV’s
ability to in return attenuate the HIR (Figures 1, 2). Model
calibration was performed by estimating model parameters
simultaneously on experimental data measured in two different

cell lines, Huh7 and A549 cells (for details see Materials and
Methods). For this purpose, we measured viral polyprotein
(luciferase readout), (+)RNA, extracellular virus, and IFN in
both cell lines, while ISG mRNA was measured only in A549
cells, as the Huh7 cell do not show activation of the interferon
system after DV infection. Polyprotein (luciferase) showed a
1-log10 higher translation activity in Huh7 cells compared to
A549 cells (Figure 3A). Similarly, Huh7 cells showed a higher
extracellular infectious virus concentration compared to A549
cells (Figure 3C). However, in both cell lines, the extracellular
virus concentration drops after reaching a peak (∼32 hpi in Huh7
and 36 hpi in A549 cells). Nevertheless, against our expectations,
DV (+)RNA measurements showed the opposite trend with a
faster RNA production in A549 cells (Figure 3B). Additionally,
IFN has been measured in both cell lines and showed an increase
in secreted IFN in A549 cells (which is followed by ISG mRNA)
and a baseline IFN level in Huh7 cells (Figures 3D,E).

Our coupled model, developed based on best biological
knowledge, showed high agreement with our experimental cell-
line specific measurements after fitting model parameters to the
data (Figure 3). Due to the high degree of freedom of the model
and in order to prevent overfitting, we analyzed structural and
practical identifiability of model parameters. Results are shown
in Figure S12; as can be seen in the figure, due to the high
model complexity, not all model parameters are identifiable. In
particular the parameters for replication within the RC (k3) and
DV RNA export out of the RC (kPout) are non-identifiable. Both
parameters concern the use of newly synthesized plus-strand
RNA and reflect the allocation of such newly synthesized RNA to
either further rounds of RNA replication (k3) or to export from
the replication compartment and use for protein translation. The
fact that these two parameters are non-identifiable is surprising
at first, as allocation of newly synthesized RNA between these
processes should significantly affect viral replication dynamics.
However, this can be explained by other processes that are rate-
limiting. In fact, we observed a similar behavior in our HCV
replication model (Binder et al., 2013), where in high permissive
cell lines the HCV RNA-dependent RNA polymerase became in
fact rate limiting for RNA replication inside of the replication
vesicles, and led to a similar insensitivity of the model to the
parameter k3. This is reflected in DV as well, with only limited
impact of parameters k3 and kPout on the replication dynamics in
both cell lines.

Host Dependency and Restriction Factors
The first question we addressed was cell line specificity. In
contrast to our expectations, we observed a faster onset and
more efficient viral replication in the HIR-competent A549
cells. Here, our model was not able to describe the DV RNA
dynamics in A549 cells that seemed unaffected by the HIR
and showed a faster increase and an overall 2.7-fold higher
amount of DV RNA (time-averaged concentration) compared
to Huh7 cells. Viruses strongly depend on their living hosts
and hijack host cell membranes, proteins, and lipids for
their own replication. We thus speculated that other host
processes explain this difference between the two cell lines.
We tested different such potential host factors by including
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FIGURE 3 | Best model fit of the DV replication model (Huh7) and the coupled model (A549) compared to experimental data measured in Huh7 and A549 cells (for

parameter values see Tables S6, S7). Experimental measurements are represented as mean µ± standard deviation σ . The DV replication model and the coupled

model were fitted simultaneously to the Huh7 and A549 data sets with cell line specific differences mediated by host factors, the antiviral HIR effect, and DV

countermeasures (Equations 1 to 28). (A) shows the model fit of luciferase compared to the luciferase measurements (L = Luc), (B) model fit of total (+)RNA to the

(+)RNA measurements (RtotP = (+)RNA), (C) model fit of extracellular virus to its measurements (V tot = Virus), (D) model fit compared to measurements of the HIR

(ItotR = ISG mRNA and FEX = extracellular IFN), while (E) shows the model prediction of the coupled model with cell line specific Huh7 parameter values and the

knocked-out RIG-I pathway activation krig = 0 h−1 compared to IFN measured in Huh7 cells.

corresponding cell-line specific parameters into the model,
compare Table S3, and discriminated between these models
using model selection based on Aikaike’s Information Criterion
(AIC). In line with our previous findings with our published
HCV model (Binder et al., 2013), we introduced an unspecific
cell line specific host factor, HFRC, that participates in the
assembly of the replication complex and RC formation. In
model fitting, this host factor showed a higher availability
leading to a faster onset of DV replication in A549 cells
compared to Huh7 cells (Table S6). We furthermore tested
cell-line specific effects on different host factor supported
processes such as virus entry, that improved the overall model fit
without explaining the cell line specific DV RNA dynamics (see
Table S3).

We additionally observed a cell line specific variation in
the extracellular DV dynamics, resulting in a 2.8-fold lower
extracellular virus concentration (time-averaged) in A549 cells,
that could not be described by the HIR alone. Thus, we
introduced another unspecific host factor,HFPP, involved in virus
particle production and release, with a cell line specific basal
production, kHFPP , and a cell line specific virus assembly and
release rate, kp. During model parameter estimation, we observed
a faster virus assembly and release and an around 10 times faster
basal production of the host factor involved in DV assembly
and release in Huh7 cells compared to A549 cells. This basal
host factor production was the key parameter for the lower virus
concentration in A549 cells in steady state. Furthermore, this
host factor represented a limiting species for particle production
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FIGURE 4 | Percentage increase and decrease of model parameters of the antiviral (k̂1, k̂re, µ̂RV ) and countermeasure (k̂rig, k̂jak ) effect of the HIR and DV on model

parameters as a function of time (Equations 25 to 28; Table 1). The antiviral HIR mediated inhibition of the (A) translation initiation complex formation k1, (B) naïve cell

infection/reinfection kre, (C) cytosolic DV RNA degradation. The DV mediated countermeasure of (D) RIG-I pathway krig and (E) JAK/STAT pathway kjak , as well as (F)

the ISG protein concentration over time. Note that k̂1 and µ̂RV are ISG dependent, while k̂re is IFN dependent.

and release, since the drop in the extracellular DV concentration
following the peak was associated with a drop in the host factor
concentration. Interestingly, the availability of structural proteins
had no effect on the drop in released virus (see Figure S1).

The Antiviral HIR Effect and Viral
Countermeasures
During an acute infection, the IIR represents the first line of
defense against an invading pathogen. The IIR is mounted by
the production of IFN and subsequent ISG translation; the ISGs
in turn subsequently inhibit multiple steps in the viral lifecycle.
Having developed a detailed model coupling the DV lifecycle
with key players of the HIR, we studied the antiviral modes of
action in detail and introduced three possible antiviral HIR effects
on (i) the translation initiation (k1), (ii) the degradation of free
cytosolic DV RNA (µRV ), and (iii) the reinfection of naïve cells
(kre) into the model. Selection of these three main mechanisms
was based on model selection using the least squared error with
the AIC to account for model complexity. For details we refer
to the Supplementary Material. By comparing the model fits
and its AICs, we observed the best model fit and lowest AIC
for a model in which the HIR inhibits the translation initiation

complex formation (k1), followed by a model, that increases
the degradation of free cytosolic viral RNA (µRV ). However,
the model considering only the increase in the cytosolic RNA
degradation (µRV ) resulted in a very high cytosolic DV RNA
degradation rate of µ̂RV = 987 h−1. The model that led to an
antiviral state by inhibiting reinfection of naïve cell infection led
to the third best model. Since we are interested in combinatory
effects, we chose all three antiviral ISG and IFN dependent effects
as our working model.

In the combined HIR effect model, the inhibition of the
translation initiation (k1) and the reinfection of susceptible cells
(kre) by the HIR showed the highest efficacy constants with
εk1 = εkre = 1 (Table S7). Comparing the inhibitory effect
on the effective rate constants over time, the rate constant
for k1 dropped by 99.983% from its initial value, while kre
showed a negligible 1.6% decrease (Figure 4 and Table 1). The
cytoplasmic RNA degradation rate was increased by 58.7%. DV
has the ability to evade the HIR by decreasing or inhibiting its
own recognition, correspondingly, the rate constants for RIG-
I pathway activation and dsRNA recognition was reduced by
93.6%, while the JAK/STAT pathway activation was reduced by
88.6% (Table 1).
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TABLE 1 | Effect of the immune response on DV replication parameters and of

Dengue on parameters of the immune pathways—change in parameter values

over 100 h for HIR affected processes in the DV lifecycle and HIR pathways that

are targeted by DV: Translation initiation complex formation (k1), naïve cell

infection/reinfection (kre), cytosolic RNA degradation (µRV ), RIG-I pathway (krig ),

and JAK/STAT pathway (kjak ).

Parameter t= 0 h t= 100 h Unit Increase/Decrease in %

k1 1,000 0.17 ml molecules−1 h−1 −99.983%

kre 1e-4 9.8e-5 h−1 −1.6%

µRV
2.8 4.4 h−1 +58.7%

krig 2.6 0.2 h−1 −93.6%

kjak 100 11.4 h−1 −88.6%

In order to further mathematically analyze the interplay of
antiviral effects (krig and kjak) and the viral ability to attenuate
the HIR (εkrig and εkjak ), we performed a bifurcation analysis
at time 72 hpi. Here, we compared the (+)RNA concentration
to various effect combinations: (i) the recognition of DV
dsRNA (krig) vs. DV’s ability to attenuate its own recognition
(εkrig ) and (ii) the activation of the JAK/STAT pathway (kjak)
vs. DV countermeasures targeting the JAK/STAT pathway
(εkjak ) (Figure 5). In the first scenario, we observed a clear
separation: with increasing krig the HIR wins and the infection
is effectively cleared with only minimal residual (+)RNA, while
with increasing εkrig the virus wins and the infection is ongoing.
In contrast, in the second scenario we found that increasing the
activation of the JAK/STAT signaling pathway (kjak) did not lead
to significant decreases in viral RNA levels.

Antiviral Drug Intervention
We were further interested in using the mathematical model to
identify processes with a high impact on the DV lifecycle, as those
might constitute attractive targets for antiviral drug development.
For this purpose, we performed a global sensitivity analysis to
analyze the effect of all model parameters on viral polyprotein,
total DV (+)RNA and extracellular virus concentrations at two
distinct time points, 4 and 72 hpi (Figures 6, 7).

Both cell lines showed a comparable sensitivity profile for
polyprotein, DV (+)RNA, and the extracellular virus and showed
high sensitivities to processes associated with cell infection,
polyprotein translation and processing, and DV RNA synthesis.
For all the three species, early processes in the viral lifecycle
were associated with highly significant sensitivities at 4 hpi,
such as virus attachment (ka), entry (ke), and fusion (kf ),
as well as polyprotein translation (k2). Later in infection (72
hpi), ongoing polyprotein translation as well as processes
within the RC dominated in their sensitivities for the three
studied species. Especially polyprotein cleavage (kc) became the
dominant process with the highest impact of all steps involved
in viral protein translation. Of the processes occurring inside
of the RC, the most sensitive rate constants were associated
with RNA synthesis (k4m, k4p) and the host factor involved in
the formation of the RC (HFRC) for both cell lines. For the
extracellular virus, the number of host factors (NHFPP ) involved
in assembly and release showed a higher sensitivity compared

FIGURE 5 | Plus-strand RNA concentration for various model parameter

combinations for: (A) the antiviral RIG-I pathway activation (krig) vs. the viral

countermeasure targeting the RIG-I pathway (εkrig ) and (B) the JAK/STAT

pathway activation (kjak ) vs. its viral counteract (εkjak ). The black lines represent

the model parameter combinations that have been estimated from the data

(Table S7).

to the number of viral structural proteins (NPS ). Amongst the
HIR model parameters, the RIG-I pathway activation (krig)
showed a slightly higher, significant sensitivity on the polyprotein
species. Furthermore, the HIR efficacy constant decreasing the
rate constant of the naïve cell infection (εµRV ) showed the highest
sensitivity of all antiviral HIR constants, albeit not reaching
statistical significance.

As a next step, we were interested in the question whether
the highly sensitive processes identified in the previous analysis
might represent potent drug targets. We therefore performed a
theoretical antiviral intervention by simulating a possible drug
administration. In this simulation, we monitored the release
of infectious virus for 5 days following drug administration.
Several processes in the DV lifecycle were inhibited by simulated
drug administration at 0 hpi, 24 hpi, and 72 hpi (Figure 8).
An early drug administration at 0 hpi led to an efficient viral
clearance in both cell lines, using a hypothetical drug acting on
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any process in the DV lifecycle except for putative drugs targeting
reinfection. With the support from the HIR, the overall drug
efficacy constants necessary to eradicate the virus in A549 cells
were lower. In particular drugs targeting translation initiation
and the DV RNA synthesis were able to induce viral clearance
even with low drug efficacy constants, and administering a drug
targeting the DV RNA synthesis process showed a viral clearance
with the lowest drug efficacy constant (ε ≈ 0.5) in A549 cells. For
drugs targeting any one of the remaining processes, drug efficacy
constants higher than ε ≥ 0.9 were needed to clear the viral
infection. Administering a hypothetical drug at 24 and 72 hpi
led to comparable viral clearance patterns, but with higher drug
efficacy constants. Obviously, if a drug is administered late in the
viral lifecycle and targets early processes of the viral lifecycle such
as virus attachment, endocytosis and fusion as well as formation
of the (membranous) replication compartment, leads to a loss of
the drug effect and non-clearance of the DV infection in both
cell lines. In both cell lines, the DV infection can still be cleared
when blocking DV RNA synthesis and virus assembly/release
with <3% DV left with the highest drug efficacy of 1 (thus
completely shutting of RNA synthesis and assembly/release),
an outcome which cannot be achieved by targeting any of
the other processes in the DV lifecycle according to our
model simulations.

DISCUSSION

In the present study, we investigated the intracellular virus
replication and HIR dynamics in two different cell lines: Huh7
cells with very low HIR-competence and highly HIR-competent
A549 cells. Several cell population models have been developed
to analyze DV dynamics under influence of the innate (Schmid
et al., 2015) and the adaptive immune response (Ben-Shachar
and Koelle, 2014; Clapham et al., 2014, 2016; Ben-Shachar et al.,
2016). These models, however, do not take intracellular processes
into account and thus lack molecular detail. In order to study
the intracellular dynamics during the DV lifecycle, we developed
the first mathematical model that reflects the initial dynamics of
key components of the intracellular DV genome replication. Our
detailed model is derived from previous mathematical models
that have been used to describe the intracellular RNA replication
of a HCV replicon system after RNA transfection (Dahari et al.,
2007; Binder et al., 2013).We extended these models by including
virus entry and release of infectious virus particles. Furthermore,
we coupled the virus dynamics model to a model of the HIR
activation and effector phases in order to study the modes of
action of the HIR, and to analyze potential antiviral intervention
strategies acting at the level of intracellular mechanisms.

Host Factors
Our experimental measurements were performed in two different
cell lines: Huh7 cells which show no interferon response, and
A549 cells showing a strong immune reaction. However, Huh7
cells are based on hepatoma (liver) cells, whereas A549 cells
are of pulmonary epithelial origin, thus they likely differ in
several other aspects as well. In fact, some characteristics of
our experimental data cannot be explained by the lack of an

interferon response in the Huh7 cells alone. Contrary to our
expectations, we observed a faster onset and more efficient
DV genome replication in the immuno-competent A549 cells.
We therefore tested which other host factors may explain
such cell line specific differences. We set up several different
models for such host factors, fitted the corresponding models
to the experimental data, and compared different models using
AIC; details are given in the Supplementary Material. In our
previous HCV study, we have shown that host factors involved
in replication complex formation play a crucial role in cell
permissiveness and viral replication efficiency (Binder et al.,
2013). Similarly, for DV, such a host factor best explained
differences in replication efficiency between the two cell lines.
According to our model, the more efficient RNA replication
(earlier increase and a higher steady state concentration of total
(+)RNA in the A549 cell line) is directly associated with a higher
concentration of this putative host factor in A549 cells, similar
to our previous results considering HCV replication in different
Huh7 cell clones (Binder et al., 2013).

Concerning the extracellular virus dynamics, our model
was not able to explain the drop in infectious virus titers
observed in the experimental data after ∼40 h post infection—
at different degrees in both cell lines—by a limitation in
structural viral proteins. In fact, our simulation results show
that structural proteins do not limit the process of particle
production and release. Similar to our finding, Heldt et al. (2012)
in a mathematical model of influenza A virus replication did
not find a limitation in structural proteins and suggested that
transport and budding processesmight limit the viral production.
Furthermore, the drop in virus titers that we observed in our
data is qualitatively present in both cell lines, i.e., in the presence
and in the absence of the HIR, it is therefore unlikely that
it is due to effects of the HIR on virus assembly and release.
Therefore, we integrated another unspecific host factor, HFPP,
that is involved in virion assembly, maturation, and release into
the mathematical model with a cell line-specific basal host factor
production and a cell line specific virus assembly and release rate.
Fitting of this extended model resulted in a higher production
rate of this assembly/release host factor in Huh7 cells, explaining
the higher viral steady state level in these cells. Several host
factors affecting DV assembly / release are known; we recently
employed siRNA screening to identify such factors and described
a mechanisms involving Fibroblast Growth Factor Receptor 4
(FGFR4), a host factor supporting DV RNA replication when
FGFR4 concentration is high, but leading to increased assembly
andmaturation of virus particles when this host factor is depleted
(Cortese et al., 2019). While FGFR4 is one potential mechanism,
the exact identity and mechanisms of host factors differences
between A459 and Huh7 based cell lines needs more exploration
in the future.

DV and the HIR
We next employed our mathematical model to characterize the
interplay between virus replication on the on hand and the HIR
on the other. During DV infection, activation of the interferon
system leads to the transcription of hundreds of antiviral ISG
proteins at different time points, with effects on multiple steps in
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FIGURE 6 | Global Sensitivity analysis performed for the DV replication model for polyprotein (A,B), (+)RNA (C,D), and extracellular virus (E,F), as well as for two

different time points: 4 hpi (A,C,E) and 72 hpi (B,D,F). The red line is a negative control used for the sensitivity analysis that is not part of the model indicating that

sensitivities below the red line are negligible. Significant differences to the negative control have been calculated by performing a t-test (p-values: *** ≤ 0.001, ** ≤

0.01, * ≤ 0.05).

the viral lifecycle. In case of HCV, which is closely related to DV
and one of the best studied (+)RNA viruses, ISG proteins have
been identified to act on almost every step in the HCV replication
cycle (Schoggins and Rice, 2011; Metz et al., 2013; Gokhale
et al., 2014). Integrating such a multitude of mechanisms into a
mathematical model is therefore a daunting task. To keep things
simple, we tested different potential antiviral ISG mechanisms
individually by including them into our mathematical model
and retained the combination of mechanisms leading to the
lowest AIC values in model comparison. As we assumed that
the intracellular RC protects the newly synthesized viral RNA
from detection by and effector mechanisms of the HIR, we did
not include any ISG effects on species inside of the RC in our
model (Welsch et al., 2009; Belov and van Kuppeveld, 2012;
Romero-Brey et al., 2012; Cortese et al., 2017).

According to our single effect models, ISGs inhibiting RNA
translation initiation and/or promoting the cytoplasmic RNA
degradation led to best fits of the experimental data. However,
this model resulted in a 98,600% increase in the degradation rate
constant with µ̂RV = 987 h−1, corresponding to an unrealistic
RNA half-life of t1/2 ≈ 2 sec. A model including only IFN
dependent inhibition of the reinfection of naïve cells (promoting

an antiviral state in susceptible cells) was not able to reproduce
the experimental data.

A combination of mechanisms based on model selection
criteria described above resulted in a model including ISG effects
on (1) translation initiation, (2) cytosolic RNA degradation,
and (3) new infection of naïve cells. In this model, DV RNA
degradation was increased by 59%, resulting in a degradation rate
and half-life of µ̂RV = 4.4 h−1 and t1/2 = 9 min, respectively.
Concerning the reinfection of naïve cells, we observed an
inhibition of about 2%, which was rather negligible. Since cells
were infected with a high MOI in our experiments, i.e., virtually
every cell is infected, viral spread and infection of naïve cells play
only a minor role in our experimental data.

While DV is subject to ISG effects, it has also developed
several strategies to evade the antiviral HIR by antagonizing
and inhibiting the induction of the HIR and the antiviral state
induced by it. Several DV NS proteins have been described
as highly potent inhibitors of IFN signaling and production.
For example, DV NS4B protein has been shown to inhibit
STAT1 phosphorylation (Munoz-Jordan et al., 2003), while the
DV NS5 protein is well-known to degrade STAT2 and thus
result in an inhibition of type I IFN signaling (Ashour et al.,
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FIGURE 7 | Global Sensitivity analysis performed for the DV replication model coupled to the HIR model for polyprotein (A,B), (+)RNA (C,D), and extracellular virus

(E,F), as well as for two different time points: 4 hpi (A,C,E) and 72 hpi (B,D,F). The red line is a negative control used for the sensitivity analysis that is not part of the

model indicating that sensitivities below the red line are negligible. Significant differences to the negative control have been calculated by performing a t-test (p-values:

*** ≤ 0.001, ** ≤ 0.01, * ≤ 0.05).

2009). According to our model simulations, during the course
of infection, DV inhibits both phases of the HIR, the RLR-
mediated induction of IFN by ∼94%, as well as IFN signaling
through the JAK/STAT signaling pathway by ∼ 89%. However,
in our model sensitivity analysis at 72 hpi, we found that
inhibition of the JAK/STAT signaling pathway may be the more
important viral defense mechanism: Increasing the efficiency
of the JAK/STAT pathway activation in a sensitivity analysis
did not lead to viral eradication, but still resulted in ongoing
viral replication with a constant viral RNA concentration of
73%, indicating that DV efficiently counteracts activation of
this pathway. In fact, DV’s ability to efficiently counteract the
JAK/STAT pathway has been confirmed experimentally (Muñoz-
Jordán and Fredericksen, 2010). In contrast, we found that
increasing the efficiency of DV recognition by the RIG-I pathway
led to viral replication at a significantly lower level of only 11%
remaining DVRNA. DV’s ability to target the JAK/STAT pathway
and thus prevent the establishing of an antiviral cellular state
mediated by IFN therefore is an efficient and important viral
survival mechanism.

Comparison to HCV
DV and HCV are both (+)RNA viruses of the family Flaviviridae
and share key features in their lifecycles, but there are striking
differences in their clinical manifestation. While a primary

dengue infection is acute and occasionally associated with
severe complications (DHF, DSS) but does not lead to chronic
infection, the rather asymptomatic acute hepatitis C infection
may develop into lifelong chronic hepatitis Cwith life threatening
secondarymanifestations, such as liver cirrhosis or hepatocellular
carcinoma without successful treatment.

Comparing the dynamics of our DV model with our previous
HCV model (Binder et al., 2013), we observed that the overall
dynamics of luciferase and total (+)RNA in DV is comparable
with the HCV dynamics with a highly dynamic initial phase
that results in steady states for all the measured species. Most
estimated model parameters involved in DV replication showed
higher rate constants in DV compared to HCV (Table 2).
Considering that DV is causing an acute infection, the faster DV
replication seems reasonable, while HCV that may develop into
chronicity is in comparison rather slow in its lifecycle.

Hypothetical Drug Therapy Against DENV
The recent Zika outbreak in Brazil showed the potential health
risks of (re-)emerging viruses. Therefore, a comprehensive
understanding of the virus-host interaction is necessary in order
to suggest antiviral treatment strategies. According to our global
sensitivity analysis and simulated antiviral interventions, the
most effective drug targets in the DV lifecycle are processes
associated with viral entry, translation, and DV RNA synthesis.
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FIGURE 8 | Antiviral intervention study with a drug administration at three different time points (0, 24, and 72 hpi) in (A) A549 and (B) Huh7 cells. The fold change of

infectious virus (ψ) with and without drug administration for the core processes in the DV lifecycle (Equations 29 and 30). A fold change of 1 means no difference

between the model with and without drug administration, while a fold change of 0 shows viral eradication to a successful drug treatment.

TABLE 2 | Comparison of DV and HCV model parameters.

Description Parameter DV HCV

Translation initiation complex formation k1 1,000 ml molecules−1 h−1 1 molecules−1 h−1 *

RC formation kPin 0.012 ml2 molecules−2 h−1 9.04e-6 molecules−2 h−1 *

RNA export kPout 1,000 h−1 0.307 h−1 *

Further replication within RC k3 510 ml molecules−1 h−1 10−4molecules−1 h−1 *

Replication intermediate complex formation k5 1,000 ml molecules−1 h−1 10 molecules−1 h−1 *

Initial host factor concentration involved in RC formation HFRC 1 to 4.5 molecules ml−1 4 to 48 molecules *

Initial ribosome concentration Ribo 2.8 molecules ml−1 628 molecules *

Viral RNA degradation rate µRV
2.8 h−1 0.363 h−1

Viral protein degradation rate µP 0.001 to 0.0025 h−1 0.06 h−1

*Parameter values for HCV have been taken from Binder et al. (2013).

However, a drug administration earlier than 24 hpi is highly
unrealistic, since dengue symptoms usually start 4 to 7 days
following a mosquito bite and last for 3 to 10 days (CDC,
2014). However, targeting viral entry is suggested to prevent
viral spread. Later in infection, processes associated with DV
RNA synthesis and virus assembly and release still represented
the most promising drug targets. The antiviral effect on post-
translational and early RNA synthesis proposed by our antiviral

drug intervention study might be achievable by drugs like
Bromocriptine, which has shown antiviral effects against all DV-
Serotypes (Kato et al., 2016). In combination with inhibitors
of the DV RNA-dependent RNA polymerase, effective antiviral
treatment strategies may be possible. Since all processes in the
DV lifecycle depend on host factors, a future antiviral therapy
may focus on host factor-targeting with the development of
pan-serotype or even pan-viral antiviral drugs. As an example,
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the global sensitivity analysis of our model showed a high
impact of the host factors involved in RC formation on
DV RNA and assembly/release. To this end, the inclusion of
further host factors in viral replication models might be an
important challenge for future, in-silico based design of anti-DV
treatment strategies.

Limitations and Outlook
In the current study, we developed the first detailedmathematical
model of the intracellular DV lifecycle, coupling viral entry,
protein translation, RNA replication and assembly and release
with a model of the host cell immune response to infection.
It has been shown in literature that stochastic effects play
an important role in the activation of the IIR and individual
cells in a population respond differently (Rand et al., 2012).
Schmid et al. (2015) have shown that on a single cell level the
IFN response to DV is stochastic and leaky with a fraction
of remaining unprotected cells, in which DV replication is
ongoing, emphasizing the complex nature of the IIR and virus-
host interactions (Schmid et al., 2015). However, we here
studied intracellular processes following DV infection in a single,
“average” cell, and thus we do not take into account inter-
cell differences. Since cells were infected with a high MOI,
where virtually every cell is infected, viral spread is negligible
and therefore, the impact of IFN released from infected cells
to render non-infected, IFN-exposed cells non-permissive to
DV infection is not relevant in our experimental data. We
furthermore neglected cell proliferation in our model, which
would require a multi-scale model combining effects at the cell
population scale with a detailed intracellular model. Overall, we
model an average response of an infected cell in order to study the
DV lifecycle in absence and presence of the HIR, identifying HIR
modes of action and sensitive processes, which might represent
suitable targets for antiviral treatment.

In order to keep the HIR sub-model tractable, we simplified
the activation of the HIR and took only key players of the HIR
into account. Here, we model the recognition of dsRNA that is
present in the cytoplasm, assuming that the replication vesicles
represent a protective environment in which no RNA recognition
occurs. We thus assume that DV replication intermediates
are subject of detection, either when leaked into the cytosol
through the replication vesicle pore or by replication vesicle
decay. However, other cytosolic DV RNA species might be

recognized as well, such as highly structured RNA regions in the
single-stranded genome.

Furthermore, following the HIR activation, we subsume the
different ISG proteins by a single species. This is a simplification
that we make to keep the model simple. It is known that different
ISGs are active at different time points (Metz et al., 2012), even
after uniform IFN treatment (Schmid et al., 2015), hence, we here
model an “average” effect. However, with our coupled model,
we set the basis to study the DV-host interaction. Modeling the
IIR in detail, possibly even coupling it to the adaptive immune
response is needed in order to better understand and prevent
severe dengue complications and to evaluate treatment strategies
that suppress high-level viremia.
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Abstract

Hepatitis C virus (HCV) causes acute hepatitis C and can lead to life-threatening complica-

tions if it becomes chronic. The HCV genome is a single plus strand of RNA. Its intracellular

replication is a spatiotemporally coordinated process of RNA translation upon cell infection,

RNA synthesis within a replication compartment, and virus particle production. While HCV is

mainly transmitted via mature infectious virus particles, it has also been suggested that

HCV-infected cells can secrete HCV RNA carrying exosomes that can infect cells in a recep-

tor independent manner. In order to gain insight into these two routes of transmission, we

developed a series of intracellular HCV replication models that include HCV RNA secretion

and/or virus assembly and release. Fitting our models to in vitro data, in which cells were

infected with HCV, suggests that initially most secreted HCV RNA derives from intracellular

cytosolic plus-strand RNA, but subsequently secreted HCV RNA derives equally from the

cytoplasm and the replication compartments. Furthermore, our model fits to the data sug-

gest that the rate of virus assembly and release is limited by host cell resources. Including

the effects of direct acting antivirals in our models, we found that in spite of decreasing intra-

cellular HCV RNA and extracellular virus concentration, low level HCV RNA secretion may

continue as long as intracellular RNA is available. This may possibly explain the presence of

detectable levels of plasma HCV RNA at the end of treatment even in patients that ultimately

attain a sustained virologic response.

Author summary

Approximately 70 million people are chronically infected with hepatitis C virus (HCV),

which if left untreated may lead to cirrhosis and liver cancer. However, modern drug ther-

apy is highly effective and hepatitis C is the first chronic virus infection that can be cured

with short-term therapy in almost all infected individuals. The within-host transmission

of HCV occurs mainly via infectious virus particles, but experimental studies suggest that

there may be additional receptor-independent cell-to-cell transmission by exosomes that

carry the HCV genome. In order to understand the intracellular HCV lifecycle and HCV
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RNA spread, we developed a series of mathematical models that take both exosomal secre-

tion and viral secretion into account. By fitting these models to in vitro data, we found

that secretion of both HCV RNA as well as virus probably occurs and that the rate of virus

assembly is likely limited by cellular co-factors on which the virus strongly depends for its

own replication. Furthermore, our modeling predicted that the parameters governing the

processes in the viral lifecycle that are targeted by direct acting antivirals are the most sen-

sitive to perturbations, which may help explain their ability to cure this infection.

Introduction

Hepatitis C virus (HCV) causes an acute infection that is cleared in some individuals, but

which if it becomes chronic can cause liver cirrhosis and hepatocellular carcinoma. Approxi-

mately 70 million people worldwide live with chronic hepatitis C, with 400,000 related deaths

annually [1]. Hepatitis C can be cured with combinations of direct acting antivirals that inhibit

viral replication and which can achieve cure rates above 95% [2]. HCV is a Hepacivirus belong-

ing to the family Flaviviridae and has a single plus-strand RNA genome. A common feature of

all plus-strand RNA viruses including HCV is their ability to rearrange intracellular host mem-

branes to generate so-called replication compartments (RCs) or “replication factories” [3]. In

HCV, these RCs derived from the rough endoplasmic reticulum represent a distinct environ-

ment for efficient viral genome replication and antiviral immune response protection [4].

Intracellular HCV replication is a controlled spatiotemporal process starting with transla-

tion of the viral genome into viral non-structural (NS) and structural proteins, required for

HCV genome replication and virus particle formation. The NS proteins form the replicase

complex (or replication complex) that is associated with the RC and which is required for viral

RNA (vRNA) synthesis. Within the RC the plus-strand RNA genome is replicated into a

minus-strand RNA intermediate, which then gives rise to multiple plus-stranded HCV RNA

copies. The progeny plus-strand RNA can either undergo another round of RNA synthesis

within the RC or be transported out of the RC into the cytoplasm to be translated in order to

produce more viral proteins, or together with structural proteins be packaged into virus parti-

cles that are secreted from the host cell [4,5].

HCV particle production occurs in association with cytoplasmic lipid droplets (cLDs) that

are in close proximity to the endoplasmic reticulum and thus to the RCs. Viral structural pro-

teins and host cellular co-factors are recruited to the cLDs and form together with the viral

plus-strand RNA genome virus particles that mature and are released from the cell [3,6]. Due

to their limited genome size, viruses depend strongly on cellular co-factors for their own repli-

cation. Those host factors are hijacked by the virus and are involved in almost all steps of the

viral lifecycle and represent potential drug targets [7,8].

Releasing HCV as enveloped and matured infectious virus particles does not represent the

only strategy for viral spread. An infected cell can also secrete vRNA containing exosomes, i.e.,

small extracellular vesicles [9]. Exosomes are produced from nearly all cell-types with the func-

tion of cell-to-cell communication by transferring cellular components, RNAs, and proteins

[10]. HCV RNA exosomes and infectious HCV virions are comparable in size (~100 nm for

HCV RNA exosomes and 35–100 nm for HCV virions) and density (~1.08 g/ml for HCV

RNA exosomes and ~1.10–1.14 g/ml for HCV virions) which makes separation of the particle

types difficult [11–13].

Longatti et al. [13] suggest exosomal transfer is a means of HCV transmission between

hepatocytes, albeit one that may be less efficient than transmission by true viral particles.
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These authors showed virion-independent transfer of replication competent HCV RNA in

exosomes in vitro using an HCV subgenomic replicon lacking viral structural genes including

that coding for envelope protein, which suggests that transfer was cell-to-cell. The transfer

appeared to require cell-cell contact since coculture experiments done in Transwell plates did

not lead to exosomal HCV RNA transfer. Further, concentrated exosomes were not able to

directly infect target cells, suggesting that infection by free exosomes is very inefficient com-

pared to infection by authentic viral particles [13]. In comparing the models developed below

with data we assume that infectious virus titers measured as focus-forming units is due only to

extracellular infectious virions and not exosomes.

In HCV-positive patients and in infected cell cultures, extracellular HCV RNA exosomes

have been found in blood plasma and supernatant, respectively [12,14]. These HCV RNA

genome carrying exosomes have been shown to generate a “normal” viral HCV infection in

HCV-naïve cells by a receptor-independent transmission mechanism [15], although this result

remains controversial. Liu et al. [16] found in HCV-positive patient plasma a 3 to 20-fold

higher HCV RNA concentration in exosomes compared to exosome-free HCV particles and

strongly suggested that HCV infection and transmission occurs as an exosome-associated pro-

cess. Exosome-associated HCV RNA was found to be infectious and resistant to neutralizing

anti-HCV antibodies [16,17]. Furthermore, HCV exosomes carry Ago2, miR-122, and HSP90

proteins that potentially enhance viral replication, as blocking Ago2 or miR-122 leads to sup-

pression of exosomal cell-to-cell transmission [15]. Additionally, HCV exosomes carrying

Ago2 and miR-122 trigger macrophage differentiation, which increase inflammation by releas-

ing pro-inflammatory cytokines and collagen, and thereby promotes fibrosis [18,19].

Mathematical modeling of virus-host interactions has proven to be a powerful tool to study

viral pathogenesis and transmission as well as antiviral treatment strategies [20–29]. Here we

used a previously published intracellular HCV replication model [30] in order to study HCV

RNA secretion routes. In that model by Quintela et al. [30] a viral assembly compartment was

absent and HCV secretion was modeled simply as a process that leads to loss of intracellular

HCV RNA but whether the loss was via exosomes or virus particle production was not speci-

fied. Further, the model assumed that HCV RNA secretion occurred from the site of HCV

RNA translation, i.e. the cytoplasm, as well as the site of HCV RNA replication. Here we first

examine models in which secretion is from the site of translation, the site of replication or as

in the Quintela et al. model from both. We then extend this model and make it more biologi-

cally realistic by including a separate virion assembly compartment. We fit the set of models

we develop to in vitro experiments and show that both exosomal secretion and viral produc-

tion appear to play a role in HCV RNA release from infected cells. Further, the best model fits

to the in vitro data are obtained when virus assembly/release is limited by host cell resources.

Methods

Intracellular HCV replication and HCV RNA secretion models (SM

models)

The intracellular HCV replication model of [30] contains four different HCV RNA species:

plus-strand HCV RNA used for translation (T), plus-strand HCV RNA in the RC (R) used for

replication, minus-strand HCV RNA (C) in the RC, which may be in the form of replication

complexes, used for replication, and secreted HCV RNA (S) (Fig 1A). Here the secretion of

intracellular RNA can be due to the RNA being in either exosomes or viral particles or both.

We will simply refer to this as secretion of RNA containing particles. The plus-strand RNA in

the cytoplasm that can be used for translation, T, may be transferred into the RC at rate σ. This

plus-strand RNA in the RC, R, can now be used for the synthesis of minus-strand RNA
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containing replication complexes, C, which in turn can produce more plus-strand RNA, R, at

rate α. As in prior models [30,31], due to limited availability of host factors, the minus-strand

RNA synthesis follows a logistic growth law, with maximum rate r, which slows as the number

of negative strands approaches the RCs carrying capacity Cmax. Newly synthesized plus-strand

RNA, R, is transferred back to the site of vRNA translation at rate θ in order to produce more

viral proteins. The HCV RNA species located at the site of translation degrade with rate μT. As

in Quintela et al. [30], we assume that the HCV RNA species within the RC (R and C) degrade

with the same rate μR.

Fig 1. Schematic illustration of the intracellular HCV replication models. (A) The hepatitis C RNA secretion model (SM), (B) the replication model extended by

virus assembly and release without considering RNA secretion (AM), and (C) the combined model (CM) accounting for secretion and virus release. Intracellular HCV

replication is initiated by plus-strand RNA that is translated (T) and transferred into the replication compartment (RC) at rate σ. Within the RC, the plus-strand RNA

(R) is used to synthesize minus-strand RNA (C) at maximum rate r, which in turn is used for plus-strand RNA synthesis at rate α. Plus-strand RNA located at the site of

translation (T) and/or in proximity to the RC (R) may be secreted as HCV RNA containing particles (S) at rate ρT and/or ρR, respectively. Newly synthesized plus-strand

RNA (R) may be transferred to sites of viral assembly (A) at rate f. HCV particles (V) are released from the cell at rate v and degrade with rate μV. Intracellular RNA in

the cytoplasm (T) degrades with rate μT, while RNA species (R and C) within the RC degrade with rate μR.

https://doi.org/10.1371/journal.pcbi.1008421.g001
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Since the secretion route of HCV RNA-containing particles is unknown, we include different

pathways in our model: (1) secretion of particles at the site of RNA translation that contain the

HCV RNA species, T, at rate ρT(t) (2) the secretion of particles containing newly synthesized

HCV RNA in proximity to the RCs, R, at rate ρR(t) and (3) both secretion routes (1) and (2).

The mathematical model is described by the following ordinary differential equations (ODEs):

d
dt

T ¼ yR � sþ rTðtÞ þ mTð ÞT;

d
dt

R ¼ aC þ sT � yþ rRðtÞ þ mRð ÞR;

d
dt

C ¼ r 1 �
C

Cmax

� �

R � mRC;

d
dt

S ¼ rT tð ÞT þ rR tð ÞR;

ð1Þ

with initial conditions reflective of an in vitro transfection experiment or high MOI infection

experiment in which an average of T0 positive HCV RNAs are delivered to a cell’s cytoplasm to

initiate an infection, i.e. T(0) = T0, R(0) = 0, C(0) = 0, and S(0) = 0. Secretion Model T (SMT)

refers to the secretion route with ρT(t)6¼0 and ρR(t) = 0, Secretion Model R (SMR) accounts for

the secretion route with ρT(t) = 0 and ρR(t)6¼0, while Secretion Model TR (SMTR) combines

both secretion routes with ρT(t)6¼0 and ρR(t)6¼0.

In the Quintela et al. [30] model, the secretion of RNA does not begin the instant a cell is

infected, but rather it is delayed and then the secretion rate smoothly increases, i.e. ramps up,

according to the following function:

riðtÞ ¼
0; t < tr

ð1 � e� krðt� trÞÞri; otherwise
ð2Þ

(

with ρi(t)2{ρT(t),ρR(t)}. We refer to the secretion models that use this delayed ramp-up function

as type 1 models and denote them SMT1, SMR1, and SMT1R1. Additionally, we studied the SMT1R1

model with equal maximal HCV RNA secretion rates, i.e. ρT = ρR, and secretion delays τT = τR
(SMT1 = R1), and a version with individual secretion rates, i.e. ρT6¼ρR and τT6¼τR (SMT16¼R1).

In addition to this function, we also tested secretion models SMT, SMR, and SMTR that use a

simple step-function time delay

riðtÞ ¼
0; t < tr

ri; otherwise
ð3Þ

(

rather than the delay given by Eq (2) and refer to those models as type 2 models and denote

them SMT2, SMR2, SMT2 = R2, and SMT26¼R2, respectively.

Lastly, we explored the possibility that vRNA secretion might be limited by host cellular

resources. Thus, we also studied a time delayed release function that after the delay decreases

exponentially over time due to host factor limitation

riðtÞ ¼
0; t < tr

ðe� krðt� trÞÞri; otherwise
ð4Þ

(

and refer to those models using this function as type 3 models and denote them SMT3, SMR3,

SMT3 = R3, and SMT36¼R3, (Table 1). Other decreasing functions could also be used but in this initial

exploration of the effect of host factor limitation we restrict our analysis to this simple function.
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Intracellular HCV replication and virus assembly/release model (AM models)

In order to study HCV RNA secretion in exosomes as distinct from that in virions, we

extended the Quintela et al. model (Eq 1) by including an explicit compartment in which the

assembly and release of virus occurs in a manner inspired by Benzine et al. [31]. In this model,

newly synthesized plus-strand RNA within the RC, R, is transferred to sites of virus assembly

that are associated with cLDs and assembled at rate f(t) into intracellular virions, A, which are

released from the cell and become extracellular virions, V, at rate v (Fig 1B). Extracellular virus

is lost at per capita rate μV, which in an in vitro system is due to degradation or replacement of

the culture medium. The intracellular HCV replication model extended by virus assembly and

release is given by the following ODEs (extensions in bold):

d
dt

T ¼ yR � sþ mTð ÞT;

d
dt

R ¼ aC þ sT � yþ mRð ÞR � f tð ÞR;

d
dt

C ¼ r 1 �
C

Cmax

� �

R � mRC;

d
dt

A ¼ f tð ÞR � vA;

d
dt

V ¼ vA � μVV:

ð5Þ

with T(0) = T0, R(0) = 0, C(0) = 0, S(0) = 0, A(0) = 0, and V(0) = 0.

Virus assembly is limited by the availability of structural and non-structural proteins neces-

sary to form the virion as well as the host cell resources involved in virus assembly. Due to

these considerations we tested different models for the rate of HCV RNA transport to the

assembly site and virion assembly, f(t). First, a constant rate, i.e., f(t) = f = const. Second, a sim-

ple time delayed virus assembly rate

f ðtÞ ¼
0; t < tf

f ; otherwise
ð6Þ

(

Third, a time-delayed viral assembly rate similar to Eq (2), assuming that after a fixed delay the

Table 1. Secretion model variants. Overview of the different vRNA secretion models (SM) with different secretion

routes and time delay functions.

Model Secretion Route Time delay function

SMT1 Secretion from the site of translation (T)

ρT(t)
Delay then ramp-up (Eq 2)

SMT2 Simple delay (Eq 3)

SMT3 Delayed exponential decrease (Eq 4)

SMR1 Secretion from the RC (R)

ρR(t)
Delay then ramp-up (Eq 2)

SMR2 Simple delay (Eq 3)

SMR3 Delayed exponential decrease (Eq 4)

SMT1 = R1 Equal secretion from sites T and R
ρT(t) = ρR(t) and τT = τR

Delay then ramp-up (Eq 2)

SMT2 = R2 Simple delay (Eq 3)

SMT3 = R3 Delayed exponential decrease (Eq 4)

SMT16¼R1 Individual secretion from sites T and R
ρT(t)6¼ρR(t) and τT 6¼τR

Delay then ramp-up (Eq 2)

SMT26¼R2 Simple delay (Eq 3)

SMT36¼R3 Delayed exponential decrease (Eq 4)

https://doi.org/10.1371/journal.pcbi.1008421.t001
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viral assembly rate increases smoothly until reaching a maximum

f ðtÞ ¼
0; t < tf

ð1 � e� kf ðt� tf ÞÞf ; otherwise
ð7Þ

(

In analogy with Eq (2), we will call this a delayed ramp-up function.

Fourth, a time-delayed virus assembly rate that then decreases over time due to a limitation

or restriction of viral or host cell resources

f ðtÞ ¼
0; t < tf

e� kf ðt� tf Þf ; otherwise
ð8Þ

(

The various choices for f(t) that we explore are listed in Table 2.

The combined intracellular HCV replication, exosome secretion and virus

release model (CM Model)

In order to develop a combined intracellular HCV model, we combined the HCV replication

model with the HCV RNA secretion and viral assembly and release models (Fig 1C). This

changed the ODEs of Eq (5) to the following with the added exosomal secretion terms indi-

cated in bold:

d
dt

T ¼ yR � sþ ρTðtÞ þ mTð ÞT;

d
dt

R ¼ aC þ sT � yþ ρRðtÞ þ mRð ÞR � f tð ÞR;

d
dt

C ¼ r 1 �
C

Cmax

� �

R � mRC;

d
dt

S¼ ρT tð ÞT þ ρR tð ÞR;

d
dt

A ¼ f tð ÞR � vA

d
dt

V ¼ vA � mVV:

ð9Þ

In summary, we study three main models: (A) the HCV RNA secretion model (SM model),

(B) the HCV assembly/release model (AM model) and (C) the combination of both, i.e. a com-

bined model (CM model). All models have several sub-models that differ in their time delay

functions for HCV RNA secretion (ρi(t)) and virus assembly (f(t)).

Fitting the models to data

In order to fit these models to data, global optimization was performed using the Data2Dy-

namics environment [32] for Matlab 2016b. Parameters were estimated by minimizing the

Table 2. Assembly model variants. Overview of the different virion assembly models (AM).

Model Virus assembly f(t)
AM1 Constant

AM2 Simple delay (Eq 6)

AM3 Delay then ramp-up (Eq 7)

AM4 Delayed exponential decrease (Eq 8)

https://doi.org/10.1371/journal.pcbi.1008421.t002
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negative of the log likelihood function with the deterministic optimization algorithm lsqnonlin
and a Latin hypercube sampling procedure for generating initial parameter guesses [33].

Uncertainty analysis and the calculation of 95% confidence intervals were performed using the

profile likelihood estimation (PLE) routine in Data2Dynamics [32,34].

The models were calibrated using in vitro data extracted from Keum et al. [35] using the

tool WebPlotDigitilizer [36]. Here, we focused on measurements of intracellular HCV plus-

strand RNA, intracellular minus-strand RNA, secreted HCV RNA, intracellular cell-associated

HCV infectious virus, and released infectious HCV particles [35]. In the Keum et al. experi-

ments, Huh7.5.1 cells were infected with a high multiplicity of infection (MOI = 5) leading to a

one-step growth curve where theoretically 99.3% of the cells were infected with at least one

HCV particle.

The SM models were fitted to the Keum et al. [35] data shown in their Figs 1A–1C and 2A,

where (+)RNA = T+R, (−)RNA = C, and secreted RNA = S. The models extended by the viral

particle production (AM and CM models) have also been fitted to the cell-associated infectious

(intracellular) virus and the extracellular infectious virus data, inV and exV, respectively,

where inV = A�finf and exV = V�finf and finf is the fraction of virus that is infectious and

assumed to be the same for intracellular and extracellular virus. Intracellular and extracellular

infectious virus measurements were made from the cells and culture media collected from

each cell culture well and expressed as focus forming units per well in Fig 2A of Keum et al.

Fig 2. AICs of the HCV RNA secretion models. Best-fit model AICs of the HCV RNA secretion models (Eqs 1 to 4) when the parameter kρ determining the rate of

ramp-up or limitation was varied (see S1 Data). [▲ = ramp-up models, ■ = simple delay models, ● = exponential decrease models; green = secretion exclusively from site

of translation, blue = secretion exclusively from RC, yellow = equal secretion from site of translation and RC (ρT = ρR and τT = τR), red = individual secretion from site of

translation and RC (ρT6¼ρR and τT 6¼τR)].

https://doi.org/10.1371/journal.pcbi.1008421.g002
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[35]. We divided these measurements by the number of cells per well at each time point given

in Fig 2D of Keum et al. [35]) in order to change units from focus forming units (FFU) per

well to infectious virus particles per cell and infectious particles released per cell. The model

combining virus assembly/release and HCV RNA secretion was fitted to the entire data set

where secreted RNA = S+V with S = T+R. Thus, in the combined model (CM) secreted RNA

comprises HCV RNA secreted from the site of translation, from the RC, and extracellular

virus, while intracellular and extracellular infectious virus are inV = A�finf and exV = V�finf.
Model selection theory [37,38] based on comparing Akaike Information Criterion (AIC) val-

ues was used to find the preferred model.

A global parameter sensitivity analysis and the calculation of the first- and total-order sensi-

tivity index was performed using the extended Fourier Amplitude Sensitivity Test (eFAST)

package for Matlab 2016b [39]. In brief, the first-order total sensitivity index calculates the sen-

sitivity of a given model parameter xi on the model output. The total-order sensitivity index is

the sum of the first-order sensitivity of a given parameter xi and the summed sensitivities of

the remaining model parameters �xi . The advantage of calculating the total-order sensitivity is

that information about parameter interactions are considered, which are not considered by

calculating only the first-order sensitivities. Additionally, a dummy parameter has been intro-

duced into the global sensitivity analysis that has no impact on the model output. Hence,

model parameters are considered as sensitive, if their total-order sensitivity indices are larger

than the total-sensitivity index of this so-called negative control that is ideally zero. For more

information see [39].

Results

HCV RNA replication and secretion (SM) model

Quintela et al. [30] developed a simple HCV RNA replication and secretion model in which

they assumed for simplicity that HCV RNA was secreted from both the cytoplasm and RC at

the same rate. Further, they assumed that the secretion was delayed and then ramped-up to a

maximum secretion rate as given by Eq (2). Here we revisit the assumptions about the route of

secretion and the functional form used to describe the rate of secretion. We evaluated the dif-

ferent possible HCV RNA secretion routes and different functional forms for the rate of secre-

tion by fitting different versions of the model to in vitro measurements of plus-strand RNA,

minus-strand RNA, and secreted HCV RNA taken from Keum et al. [35]. In all we considered

13 possible models (Tables 1 and 3).

We found that the estimated values of the HCV RNA secretion rates ρi(t),i = R,T, depend

strongly on the time delay associated parameters τρ and kρ. Both parameters led to identifiabil-

ity problems where small changes in kρ hampered the identifiability of the remaining model

parameters. Note that a model incorporating a delay followed by a ramp-up function, Eq (2),

with large kρ becomes equivalent to a model with a simple time delay, Eq (3), as the ramp-up

occurs almost instantaneously for large kρ. Also, if kρ is very small, then hardly any ramp-up

occurs and hence very little RNA secretion occurs. The same two limits apply for the resource

limited model, Eq (4), but with effects of large and small kρ reversed. For these reasons, we

only studied an intermediate range of fixed kρ values with kρ2[0.01,100]d−1 (Fig 2). We found

the model SMT16¼R1 with secretion from both the site of HCV RNA translation, i.e., the cyto-

plasm, as well as from the RC, both with compartment specific delayed ramp-up HCV RNA

secretion rates was the most likely, i.e., had the lowest negative log likelihood value (-LL), and

also was the preferred model, i.e., had the lowest AIC (Table 3).

The different best-fit HCV RNA secretion models for each secretion route generate a differ-

ent shape for the HCV RNA secretion curve versus time, while the models accounting for the
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same HCV RNA secretion route generate the same shape HCV RNA release curve (S1 and S2

Figs). The models assuming HCV RNA secretion from the site of translation (SMTi, SMTi = Ri,

SMTi6¼Ri with i = 1,2,3) showed a very rapid initiation of HCV RNA secretion followed by a

slower increase and represented the models with the lowest AIC (Fig 3A–3C, S1 and S2

Tables), while the models that only considered HCV RNA secretion from the RC (SMRi with

i = 1,2,3) showed a smooth increase in extracellular HCV and did not fit the early secreted

RNA data well (S1 and S2 Figs). Hence, models including RNA secretion at the site of transla-

tion were highly preferred compared to models in which the secretion of HCV RNA was exclu-

sively from the RC. Moreover, the majority of HCV RNA secreted from the cell was associated

with HCV RNA at the site of translation. More specifically, 57% of the secreted HCV RNA

came from the site of translation and 43% from the RC when summed over the 5 day experi-

ment. Initially, HCV RNA is secreted exclusively from the site of translation starting about 3

hours post-infection (hpi). After 3 days, HCV RNA starts being secreted from the RC and on

average over the period from days 3 to 5 secretion from the site of translation and the RCs con-

tribute equally to the HCV RNA secretion (Fig 3D).

Table 3. Model comparison of the SM models. Negative log likelihood (-LL), AICs, number of estimated model parameters (#P), and kri values of the best-fit models

SMT1 to SMTR3, which were fitted to measurements of plus-strand RNA, minus-strand RNA, and secreted HCV RNA in Keum et al. [35]. The model with the lowest AIC

is highlighted in beige and the lowest AIC for each model variant is shown in bold.

Model Secretion route Time delay function #P kρi τpi ρi -LL AIC

SMT1 Secretion from the site of translation (T) Delay then ramp-up (Eq

2)

11 kT = 100 d−1 τT = 0.2 d ρT = 1.4 d−1 91.4 113.4

SMT2 Simple delay (Eq 3) 10 - τT = 0.2 d ρT = 1.4 d−1 91.4 111.4

SMT3 Delayed exponential

decrease (Eq 4)

11 kT = 0.01

d−1
τT = 0.2 d ρT = 1.4 d−1 91.7 113.7

SMR1 Secretion from the RC (R) Delay then ramp-up (Eq

2)

11 kR = 100 d−1 τR = 0.01 d ρR = 0.05

d−1
208.6 230.6

SMR2 Simple delay (Eq 3) 10 - τR = 0.01 d ρR = 0.05

d−1
208.5 228.5

SMR3 Delayed exponential

decrease (Eq 4)

11 kR = 0.5 d−1 τR = 0.01 d ρR = 0.1 d−1 182.5 204.5

SMT1 = R1 Secretion from both sites (T and R) with ρT = ρR and τT = τR Delay then ramp-up (Eq

2)

11 kT = kR =

100 d−1
τT = τR =

0.01 d
ρT = ρR =

0.03 d−1
91.5 113.5

SMT2 = R2 Simple delay (Eq 3) 10 - τT = τR =

0.01 d
ρT = ρR =

0.03 d−1
90.7 110.7

SMT3 = R3 Delayed exponential

decrease (Eq 4)

11 kT = kR =

0.01 d−1
τT = τR =

0.01 d
ρT = ρR =

0.03 d−1
91.0 113.0

SMT16¼R1 Secretion from both sites (T and R) with ρT 6¼ρR and τT6¼τR Delay then ramp-up (Eq

2)

13 kT = kR =

100 d−1
τT = 0.01 d
τR = 0.4 d

ρT = 0.04

d−1

ρR = 0.03

d−1

90.4 116.4

SMT26¼R2 Simple delay (Eq 3) 12 - τT = 0.02 d
τR = 0.4 d

ρT = 0.04

d−1

ρR = 0.03

d−1

90.4 114.4

SMT36¼R3 Delayed exponential

decrease (Eq 4)

13 kT = kR =

0.01 d−1
τT = 0.2 d
τR = 0.4 d

ρT = 0.05

d−1

ρR = 0.03

d−1

90.8 116.8

SMT16¼R1 (+)RNA secretion from the RC (R) and the site of translation

(T) with ρT 6¼ρR and τT6¼τR and kT6¼kR
Delay then ramp-up (Eq

2)

14 kT = 50 d−1

kR = 5 d−1
τT = 0.1 d
τR = 3 d

ρT = 0.8 d−1

ρR = 0.05

d−1

81.6 109.6

https://doi.org/10.1371/journal.pcbi.1008421.t003
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Lastly, we examined the possibility that minus-strand RNA or double stranded RNA con-

taining a minus-strand might also be secreted (S1 Text and S6 Fig) since double stranded

HCV RNA has been seen in exosomes [40]. We found the best model with minus-strand secre-

tion (lowest AIC, S7, S8 and S9 Figs) had plus-strand RNA secretion from the sites of transla-

tion and replication and minus-strand RNA secretion from the RC (SMT16¼R16¼C1, S3 Table).

The models including minus-strand RNA secretion showed lower AICs compared to the mod-

els excluding minus-strand RNA (S3 and S4 Tables). However, we have not pursued this

model further as we have no quantitative measurements of minus-strand secretion to fit the

model to and validate these results.

HCV replication model with virion assembly and release (AM)

Quintela et al. [30] implicitly assumed that secreted HCV RNA was packaged into virions but

did not explicitly model virion assembly. Benzine et al. [31] introduced a model that had an

Fig 3. Individual HCV secretion from the site of translation and the replication compartment. A) Best-fit secretion model which includes independent HCV RNA

secretion from the site of translation and the RC (SMT16¼R1 with τT = 0.1 d, τR = 3 d, ρT = 0.8 d−1, ρR = 0.05 d−1, kT = 50 d−1, and kR = 5 d−1). B) Intracellular HCV RNA

species at the site of translation (T) and in the RC (R). C) Time delay functions for the HCV RNA secretion with ρT = (+)RNA secretion rate from site of translation and

ρR = (+)RNA secretion rate from the RC. D) Composition of extracellular secreted HCV RNA with ρTT denoting the amount of extracellular secreted (+)RNA from the

site of translation, ρRR denoting the amount of extracellular secreted (+)RNA from the RC and ρTT+ρRR denoting the sum of all extracellular secreted HCV (+)RNA

species (sRNA). [(-)RNA = minus-stranded RNA, (+)RNA = plus-stranded RNA, sRNA = secreted HCV RNA (see S1 Data)]. Data has been taken from [35] Fig 1A–1C.

See Table 4 for parameter information.

https://doi.org/10.1371/journal.pcbi.1008421.g003
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explicit virion assembly compartment, which is truer to the biology as virion assembly is

known to occur in association with cLD [41]. Inspired by the Benzine et al. model, we explic-

itly modeled virus particle production. To do this, we modified the HCV replication and secre-

tion model by eliminating HCV RNA secretion and replacing it by virus assembly and release

(Eq 5). Thus, this model is more akin to the standard viral dynamics model that only considers

viral production as a source of extracellular HCV RNA [21,42]. In the context of this model,

we examined four different functions for the rate of virus assembly [f(t)]: (i) a constant viral

assembly rate, (ii) a simple time delayed virus assembly rate (Eq 6), (iii) a delayed ramp-up

virus assembly rate (Eq 7), and (iv) a delayed decrease in the viral assembly rate, which we

interpret as indicating a limitation in viral or host cell resources (Eq 8). For each different

function f(t), we evaluated the HCV assembly and release models (AM models) without

accounting for HCV RNA secretion via exosomes (Table 2).

The extracellular infectious virus loss rate was set to μV = 2.77 d−1, which corresponds to an

infectivity half-life of 6 h, a value measured at 37˚ C in in vitro experiments (S. Uprichard, per-

sonal communication). However, similar to the HCV RNA secretion model, trying to estimate

the continuous time delay associated parameter, kf, for the function describing the rate of virus

assembly, f(t), led to identifiability problems and hampered the calculation of 95% confidence

intervals of the estimated model parameters. Therefore, we performed various model fits with

fixed values of kf2[0.1, 10] d−1. From the identifiability analysis of the AM models using likeli-

hood profiling, we found that the degradation rates of RNA within the RC, μR, could not be

uniquely identified. When we set a lower bound on the parameter value, fitting would generate

an estimate at this bound. Trying even lower bounds did not improve this and thus we decided

to set μR = 0 consistent with the observation that the replication compartment provides protec-

tion against nuclease mediated degradation of HCV RNA [43]. Note that we also neglected

intracellular virus degradation, since we estimated a very small value for the intracellular virus

decay (μA<0.001 d−1) that was in agreement with the expectation that intracellular virus is pro-

tected from degradation within the assembly compartment. Hence, we set μA = 0. The remain-

ing model parameters were estimated by fitting each model to the measurements of plus-

strand RNA, minus-strand RNA, intracellular and extracellular infectious virus from Keum

et al. [35]. Note that we introduced a parameter, finf, that scales the assembled (intracellular)

and released (extracellular) virus to infectious virus as infectious virus was measured in Keum

et al. [35]. We found that the model incorporating a delayed limitation in the viral assembly

process (Eq 8) was the best model as it had the lowest AIC (AM4) (Fig 4, Table 5).

An HCV replication model with both virion assembly and release and

exosome secretion: the combined model (CM)

As experimental evidence suggests, HCV infected cells produce virions as well as secrete HCV

RNA containing exosomes [15], we combined the HCV replication model with the HCV RNA

secretion and virus assembly and release model (Eq 9). Here, we built upon our previous best

model fits of the HCV RNA secretion (SM) and the HCV assembly and release model (AM).

Since we found the preferred model (SM) included HCV RNA secretion via T and R (SMT16¼R1

with krT 6¼ krR), we chose to allow both HCV RNA secretion pathways for the combined model.

In order to study, whether our assumption of a limited virus assembly and release is still valid or if

HCV RNA secretion via exosomes has an impact on the rate of virus assembly and release, we

again tested the four possible virus assembly rate functions in this CM model with HCV RNA

secretion: CM1 with a const. virus assembly rate, CM2 with a simple delayed virus assembly rate

(Eq 6), CM3 with a delayed virus assembly rate that ramps-up (Eq 7), and CM4 with a delayed

virus assembly rate that decreases exponentially over time (Eq 8) (Table 6).
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The combined models (CM1, CM2, CM3, and CM4) were fitted to measurements of plus-

strand RNA, minus-strand RNA, secreted HCV RNA, intracellular, and extracellular infec-

tious virus from Keum et al. [35]. Similar to the HCV assembly and release model, we fixed the

loss rate for extracellular infectious virus to μV = 2.77 d−1, set the degradation rates μR = μA = 0

and performed independent model fits scanning through fixed values of kf2[0.1, 10] d−1 and

kri 2 ½0:01; 100� d� 1 and then utilized the values that gave the lowest AIC (Table 6). The

remaining model parameters were estimated (Table 4).

The model that takes into account a delayed decrease in the virus assembly and release rate

(CM4) was able to fit the five types of longitudinal measurements made by Keum et al. [35]

and showed a substantially lower AIC than the other three CM models (Table 6). Furthermore,

model CM4 had a lower AIC than the model neglecting HCV RNA secretion, i.e., model AM4

Fig 4. Best fits of the AM4 and CM4 models. A) Best-fit of the HCV assembly and release models AM4 (Eqs 4 to 9). B) Best fit of the combined HCV model CM

(Eq 9) with individual HCV RNA secretion (ρT6¼ρR, τT6¼τR, and kT6¼kR). C) Time delay functions of the combined model (CM) for virus assembly rate and HCV

RNA secretion rates with ρT = (+)RNA secretion rate from site of translation, ρR = (+)RNA secretion rate from the RC and f = virus assembly rate. D) Extracellular

secreted HCV RNA in the combined model (CM) with ρTT denoting the amount of extracellular secreted (+)RNA from the site of translation, ρRR denoting the

amount of extracellular secreted (+)RNA from the RC, ρTT+ρRR denoting the sum of all extracellular secreted HCV (+)RNA species (sRNA), and ρTT+ρRR+νA
denoting the sum of all extracellular secreted HCV (+)RNA species and virus (exV). [(-)RNA = minus-stranded RNA, (+)RNA = plus-stranded RNA,

sRNA = secreted HCV RNA, exV = extracellular infectious virus, inV = intracellular infectious virus in the assembly compartment (see S1 Data)]. Data has been

taken from [35] Figs 1A–1C and 2A. The data in Fig 2A of Keum et al. was given per well. We divided the measured data by the number of cells per well (Fig 2D

Keum et al. [35]) to give the infectious intracellular and extracellular virus released per cell. See for parameter information Table 4.

https://doi.org/10.1371/journal.pcbi.1008421.g004

Table 4. Parameter values and 95% confidence intervals of the best-fit models SMT16¼R1, AM4, and CM4. Note that parameter values marked with � were fixed due to

previous assumptions (time delay parameters: kf ; krT ; krR ), fixed after sensitivity/identifiability analysis (μR) and personal communication (μV) (see Methods). The degra-

dation rate of HCV RNA within the RC was set to μR = 0 as was the rate of degradation of intracellular virus μA = 0 (see main text). For parameter identifiability profiles see

S3, S4 and S5 Figs.

Parameter Description SMT16¼R1 AM4 CM4 Unit

AIC 109.6 214.0 198.1

ρT S secretion rate 0.8 [0.4, 2.0] - 0.09 [0.05, 0.2] d−1

ρR S secretion rate 0.05 [0.01, 0.09] - 0.09 [0.06, 0.1] d−1

τρT S secretion delay 0.13 [0.09, 0.18] - 0.01 [0.01, 0.05] d

τρR S secretion delay 3 [2.4, 3] - 2.3 [2, 2.5] d

kρT S secretion rate parameter 50 � - 10 � d−1

kρR S secretion rate parameter 5 � - 1 � d−1

f V assembly rate - 2.7 [2.2, 8.3] 0.63 [0.58, 0.7] d−1

τf V assembly delay - 0.48 [0.46, 0.49] 0.48 [0.46, 0.49] d
kf V assembly rate parameter - 2 � 2 � d−1

T0 Initial number of HCV RNAs 202 [66, 250] 196 [160, 262] 236 [88, 588] molecules/cell

Cmax Maximal number of C 32.5 [27.2, 38.8] 35.1 [30.6, 40.8] 32.7 [27.6, 38.6] molecules/cell

σ Rate of transfer of T to the RC 0.007 [0.003, 0.02] 0.006 [0.005, 0.009] 0.006 [0.002, 0.01] d−1

θ Rate of transfer of R to the cytoplasm 0.6 [0.3, 1.0] 0.9 [0.6, 1.2] 0.7 [0.5, 1.0] d−1

r C replication rate 3.5 [2.5, 5.1] 3.5 [3.1, 3.9] 3.6 [2.8, 4.6] d−1

α R replication rate 34.8 [26.5, 45.9] 38.6 [34.9, 42.5] 35.6 [27.7, 45.9] d−1

ν V release rate - 0.86 [0.74, 0.97] 0.85 [0.76, 0.97]

μT Cytoplasmic RNA degradation rate 22.3 [16.1, 25.8] 22.2 [20.2, 24.5] 23.1 [17.5, 30.0] d−1

μR R and C
degradation rates

0 0 0 d−1

μA A degradation rate 0 0 0 d−1

μV V degradation rate - 2.77 � 2.77 � d−1

finf Fraction of A and V
that is infectious

- 0.0014 [0.0009, 0.0018] 0.0055 [0.0048, 0.0063]
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(Table 4). However, despite allowing HCV RNA to be secreted, the model could still accurately

fit the total intracellular plus-strand RNA and showed a comparable dynamic to the plus-

strand RNA in model AM4 that neglects HCV RNA secretion (Fig 4A and 4B). Similar to the

HCV RNA secretion model (SMT16¼R1), the HCV RNA secretion process of the combined

model (CM4) showed immediate HCV RNA secretion from the site of translation, while RNA

secretion from the RC was 2.3 days delayed and contributes the majority of the extracellular

secreted HCV RNA amount (Fig 4C and 4D). After around 10 hrs. virus starts being secreted

from the cell, reaches a peak at 2 days post-infection (dpi) and falls slightly subsequently (Fig

4B, right panel).

Sensitivity analysis

In order to gain insight into the impact of model parameters on the combined model, we per-

formed a global sensitivity analysis for all HCV species (plus-strand RNA, minus-strand RNA,

secreted RNA, intracellular and extracellular infectious virus) for two different time points,

day 1 and day 3 post-infection (see S2 Text and S10 Fig). The amount of secreted HCV RNA

was highly sensitive to the rate of cytoplasmic RNA degradation, μT, and to the parameters

describing the secretion process from the site of translation, τρT and kρT, at 1 dpi as well as the

virus replication and transfer parameters, r,α,τ and Cmax at 3 dpi. The amount of intracellular

infectious virus at 3 dpi was sensitive to the secretion process parameters, while the amounts

of both infectious virus species at 3 dpi were sensitive to the virus assembly and release

parameters.

Table 6. Model comparison of the CM models. Negative log likelihood (-LL), AICs and number of estimated model parameters (#P) of the combined model (CM) with

exosome secretion and virus assembly and release. CM1 to CM4 were each fitted to plus-strand RNA, minus-strand RNA, secreted HCV RNA, intracellular and extracellu-

lar virus from Keum et al. [35]. The model with the lowest AIC is highlighted in beige.

Model f(t) # P kρi τρi ρi kf τf f -LL AIC

CM1 Virus assembly (f(t)) const. 18 krT ¼ 50 d� 1 krR ¼ 1d� 1 trT ¼ 0:3 d
trR ¼ 2:5 d

ρT = 1000

d−1

ρR = 0.2 d−1

- - 0.0001

d−1
571.7 607.7

CM2 Virus assembly (f(t)) simple delay (Eq 6) 19 krT ¼ 50 d� 1 krR ¼ 1 d� 1 trT ¼ 0:3 d
trR ¼ 2:5 d

ρT = 1000

d−1

ρR = 0.15 d−1

- 0.01

d
0.0001

d−1
571.7 609.7

CM3 Virus assembly (f(t)) delayed then ramp-up (Eq 7) 20 krT ¼ 50 d� 1 krR ¼ 1 d� 1 trT ¼ 0:3 d
trR ¼ 2:5 d

ρT = 1000

d−1

ρR = 0.19 d−1

2

d−1
0.01

d
0.02 d−1 614.6 654.6

CM4 Virus assembly (f(t)) delayed exponential decrease (Eq

8)

20 krT ¼ 10 d� 1

krR ¼ 1 d� 1

trT ¼ 0:01 d
trR ¼ 2:35 d

ρT = 0.09 d−1

ρR = 0.09 d−1
2

d−1
0.5 d 0.7 d−1 158.1 198.1

https://doi.org/10.1371/journal.pcbi.1008421.t006

Table 5. Model comparison of the AM models. Negative log likelihood (-LL), AICs and number of estimated model parameters (#P) of the assembly models (AM) with-

out exosome secretion. AM1 to AM4 were each fitted to plus-strand RNA, minus-strand RNA, intracellular and extracellular virus from Keum et al. [35]. The model with

the lowest AIC is highlighted in beige.

Model f(t) # P kf τf -LL AIC

AM1 Virus assembly (f(t)) const. 12 - - 443.1 467.1

AM2 Virus assembly (f(t)) simple delay (Eq 6) 13 - 0.2 d 436.6 462.6

AM3 Virus assembly (f(t)) delayed then ramp-up (Eq 7) 14 0.1 d−1 0.4 d 317.8 345.8

AM4 Virus assembly (f(t)) delayed exponential decrease (Eq 8) 14 2.0 d−1 0.35 d 186.0 214.0

https://doi.org/10.1371/journal.pcbi.1008421.t005
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Antiviral drug treatment

Having developed a combined model of the viral lifecycle including virion assembly and secre-

tion, we explored its use in predicting the effects of antiviral drug treatment. To this end, we

simulated the effect of giving the direct acting antiviral daclatasvir 10 dpi when plus-strand

and minus-strand RNA are in steady state. Daclatasvir interacts with the HCV NS5A protein

and effectively blocks both viral replication (εR = 0.99) and assembly (εA = 0.998) and a single

dose can lead to a 3 log decline in viral load in vivo [42,44,45]. To mimic daclatasvir’s in vivo
activity, we multiplied the RNA synthesis rates, r and α, by the factor (1−εR) and the virus

assembly rate, f, by the factor (1−εA), where the drug efficacies εR = 0.99 and εA = 0.998 were

chosen based on previous estimates [42]. We found that plus-strand RNA decreased following

drug administration (Fig 5A). However, due to the assumed lack of degradation of RNA spe-

cies within the RC, the model exhibited no noticeable decrease of (-)RNA after drug adminis-

tration Fig 5B. Intracellular and extracellular infectious virus were unaffected by the drug

administration due to the late drug administration (Fig 5D and 5E). Lastly, under drug therapy

secreted HCV RNA reached a constant level (Fig 5C) as the model did not include a mecha-

nism for degradation of secreted exosomes.

Discussion

Modeling HCV dynamics has a rich history and has been used for studying viral pathogenesis

and spread, as well as the effects of antiviral treatment [20,44,46–50]. Some models have

included intracellular events that occur during HCV replication and viral spread [20,30,31,51–

53], but there is still a lack of detailed knowledge about these processes. The secretion of HCV

RNA in the form of exosomes is currently not well understood, but experimental studies have

shown that HCV RNA carrying exosomes derived from infected cells are able to infect naïve

cells [15] as well as stimulate type I interferon responses from plasmacytoid dendritic cells

[54]. Quintela et al. [30] introduced a mathematical model of intracellular HCV RNA replica-

tion that takes HCV RNA secretion into account. However, all plus-strand RNA species within

their model can potentially be secreted and the model did not distinguish between secretion in

exosomes from that in viral particles [30]. In the present study, we distinguish these two routes

of secretion.

Experimentally, studying routes of secretion is challenging. Therefore, we introduced mod-

els that allowed us to compare three different hypotheses about the HCV RNA secretion

routes: HCV RNA secretion from (i) the site of translation, (ii) the replication compartment,

RC, and (iii) a combination of both. We also assumed that there may be a delay between viral

infection and secretion of HCV RNA and examined different time delay models. By fitting

these models to experimental data, we found that the preferred model included both sites of

secretion with individual secretion route-specific model parameters.

In the experiments we analyzed, multiples copies of positive-strand HCV RNA entered the

cell and on average about 13 copies were detected 3 hpi. Thus, it is not surprising that our

secretion model suggested that HCV RNA was initially secreted from the cytoplasm, i.e., the

site of translation. As HCV RNA is introduced into the cytoplasm following viral entry its

secretion in exosomes as well as its degradation in the cytoplasm might be host cell defenses

against viral infection. The loss of HCV RNA introduced by natural infection could be studied

using a stochastic model as has been done for HIV [55]. However, in our model which is deter-

ministic and is calibrated against an experimental system that involves the entry of multiple

copies of HCV RNA extinction is not possible. Rather, from day 3 post-infection on positive-

strand HCV RNA, which by that time has replicated, is mainly secreted from the RC. Before

that plus-strand RNA within the RC is transported back to the cytoplasm at a per capita rate θ
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that is more than 10 times higher than its rate of secretion from the RC (see Table 4, SM

parameters), suggesting early after infection this RNA is mainly used for protein synthesis in

the cytoplasm.

Since experimental studies have shown that HCV-derived exosomes contain both plus-

strand RNA as well as minus-strand RNA and possibly to a higher extent double stranded

RNA [40], we studied the possibility that both plus- and minus-strand RNA are secreted from

the cell. However, consistent with the experimental finding that the plus-strand to minus-

strand HCV RNA ratio is 10:1 [56], we found that the minus-strand RNA contribution to the

total secreted HCV RNA was negligible (S1 Text).

We also studied a model with HCV RNA secretion, presumably through exosomes, as well

as through virus assembly and release. Fitting this model to data that included both secreted

RNA and infectious virus release, we found that a function in which (after a delay) the rate of

virion assembly decreased with time after infection best fit the in vitro data, suggesting that

host or viral factors may limit the rate at which new infectious virions can be assembled. Fur-

ther, the initial delay which we estimated to be about 6 hours long, would account for the early

Fig 5. Effect of antiviral drug treatment given 10 dpi in the combined model (CM4). Here we assume the drug is the NS5A inhibitor daclatasvir and that it acts by

inhibiting HCV RNA synthesis with an effectiveness εR = 0.99 and virus assembly with an effectiveness εA = 0.998. The solid line denotes the model’s prediction with no

drug present, whereas the dotted line shows the model’s prediction after drug treatment is started on day 10 pi (see S1 Data).

https://doi.org/10.1371/journal.pcbi.1008421.g005
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event in the viral lifecycle including production of the viral proteins needed for virion

assembly.

The processes of HCV assembly, maturation, and release are closely linked to host cell lipid

droplet assembly and the very-low-density lipoprotein (VLDL) pathway, as the HCV core pro-

tein is accumulating on cLD [4,57]. However, the precise structure of the HCV virion is still

unknown due to its high lipid composition and the “lack of discernable surface features” [4].

Several if not all viral proteins are involved in virion assembly which is a tightly connected pro-

cess between translation/replication and virus assembly/release [57]. It has been suggested that

not only HCV proteins are involved in HCV assembly, maturation, and release but that several

host factors also participate in HCV particle production, e.g. apolipoprotein (apo) E [57].

ApoE has been found to be a major component of cell culture grown HCV and primary-

derived HCV [58]. Keum et al. [35] found that the apoE concentration associated with HCV

particles decreases throughout infection, which might lead to a change in HCV infectivity.

HCV particles produced early in infection are associated with a higher amount of apoE, while

later in infection the HCV associated apoE concentration decreases. Catanese et al. [58] have

shown that more copies of apoE were incorporated into the virion particle than the HCV

structural protein E2 suggesting that apoE plays an important role in HCV attachment [58].

Deng et al. [59] suggest that the HCV glycoprotein E2 together with syntenin might be compo-

nents of exosomes derived from HCV infected cells. Syntenin, a host factor regulating the exo-

some biogenesis, has been found to promote HCV E2 secretion, while the production of

infectious virions remained unaffected and thus appears to be a parallel process to HCV exo-

some release. Deng et al. further suggest that HCV exosomes might support HCV escape from

neutralizing E2-specific antibodies in chronic-phase patient sera and therefore might promote

HCV infection [59]. Some host factors, such as the Y-box-binding protein (YB-1), have been

found to restrict the process of viral assembly and release [7]. YB-1 has been shown to be a

dynamic interacting partner of HCV NS3/4A, which impairs HCV replication, but promotes

HCV particle production upon knockdown [60]. Furthermore, YB-1 has been suggested as

regulating an equilibrium between HCV translation/replication and virus particle production

[60]. However, little is known about its regulation in the HCV lifecycle and targeting a particu-

lar host factor that restricts viral assembly/release on the one hand but promotes viral replica-

tion on the other hand might lead to an increased secretion of HCV RNA with the ability to

spread the infection. However, other host factors, such as miR-122, have been found balancing

HCV RNA translation and replication. miR-122 increases HCV RNA levels available for syn-

thesis in two different ways: (i) miR-122 stabilizes HCV RNA by preventing its degradation

and (ii) it reduces the HCV RNA levels available for translation by dissolving the ribosome

HCV RNA complex [61].

Another possible explanation for our finding of a decrease in infectious virus assembly and

release with time might be the death of cells, which would also lead to less average release per

unit time. However, such increased death was not seen in Keum et al. [35] until the last mea-

surement time point at 5 dpi where increased cytotoxicity was detected in the infected cell cul-

tures (Keum et al. Fig 2E). In the viral dynamics literature, there is a lack of models that take

the complex processes of virion assembly and release into account. One exception is a model

of influenza A virus developed by Heldt et al. [62] and these authors did not find a limitation

in viral proteins or any viral components that are necessary for virus packaging and suggested

that transport and budding processes might limit virus release [62]. However, unlike influenza

A, HCV does not bud off the plasma membrane and instead is assembled intracellularly and

then secreted.

Although not discussed in the main text, we also examined the possibility that cytosolic

vRNA located at the site of translation might also serve as a source of vRNA that is packaged
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into virions. However, our model fits and AIC calculations showed that models where this pos-

sibility was absent were preferred. Instead, we found that models in which HCV RNA in the

RC (or in close proximity to it) is used for virus assembly gave good fits to the data and were

preferred based on AIC, consistent with the idea that cLDs associated with the endoplasmic

reticulum membrane create an environment for HCV assembly. Overall, our analysis and

observational data suggest that HCV replication and assembly are tightly linked processes

within the membranous web [6,63]. Recently, by using correlative light and electron micros-

copy, Lee et al. [41] found that cLDs are wrapped by those endoplasmic reticulum membranes,

which generate the RCs suggesting a close proximity and a short distance transport of vRNA

from the site of HCV replication to assembly [41]. Due to the endoplasmic reticulum wrapped

cLDs, which serve as sites of HCV assembly, the intracellular virus might be protected from

decay, consistent with its degradation rate estimated by our model as being rather negligible.

It is becoming more and more evident that viruses use different transmission routes: the clas-

sic cell-free (receptor-mediated cell entry) and cell-to-cell (exosomal) transmission to infect

neighboring cells [64,65]. Viral entry is a complex multi-step and highly regulated process

involving viral proteins (HCV glycoproteins E1 and E2) and cellular (host) factors (e.g. CD81,

claudin-1, occludin, SR-B1). In vitro, the viral entry process critically depends on the E1/

E2-CD81 interaction as it has been shown that blocking CD81 or E1/E2 inhibits HCV infection

[66–70]. In contrast, other studies [71–73], report that the presence of anti-E2 and anti-CD81

neutralizing antibodies do not block in vitro viral transmission completely and HCV is still

transmitted to naïve target cells. This suggests not only multiple transmission routes but also

the insufficiency in blocking viral entry as a therapeutic strategy [71–73]. It has been shown that

anti-E2 treatment blocks HCV particle transmission but not exosomal HCV RNA transfer [15].

On the one hand, it is thought that receptor-mediated cell entry is crucial for infection initia-

tion, since it has been shown that the presence of anti-envelope antibodies led to HCV resis-

tance in HCV exposed patients [15]. On the other hand, exosomal cell-to-cell transfer seems to

be an important feature of hepatitis C persistence and immune evasion and results in the resis-

tance to neutralizing antibodies and complement attack [17,71,73–75]. Exosomes isolated from

HCV-infected patients have been found to be enriched with CD81 and thus soluble CD81 may

be of exosomal origin and represent an exosomal marker [14,76]. Increased soluble CD81 levels

were significantly higher in patients with chronic hepatitis C [75].

Interestingly, our best-fit model (CM4) suggests secretion of HCV RNA from the site of

translation starts almost immediately after infection, while Keum et al. [35] reported extracel-

lular viral RNA was first detected 12 hpi. However, forcing a longer time delay, e.g. HCV RNA

secretion starting at 8 hpi, increased the AIC from 198 (Table 6) to 240. An even larger increase

in the AIC (281) was observed by starting HCV RNA secretion 11 hpi. One possible explana-

tion for this discrepancy is that the amount of secreted HCV RNA per cell before 12 hpi is

below the limit of detection as the amount measured at 12 hpi is only one molecule per 5 cells.

Another possibility is that at these early time points with so few molecules being secreted, the

secretion process is better described by a stochastic model than with our ODE model, but

developing such models is outside the scope of this paper.

Taking our findings of the global sensitivity analysis into account, we found that HCV RNA

synthesis and viral assembly might represent potent processes to target early and late in infec-

tion. Those processes are already targeted by direct acting antivirals such as sofosbuvir and

mericitabine that inhibit the RNA-dependent RNA polymerase (HCV NS5B) and thus viral

replication, as well as daclatasvir, ledipasvir, and elbasvir that inhibit the HCV NS5A protein, a

phosphoprotein involved in both HCV replication and assembly [20,44]. A sustained virologic

response above 95% can be achieved by blocking both, HCV replication with sofosbuvir and

virus assembly and release with ledipasvir which represented the most sensitive processes in
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our global sensitivity analysis [77]. The NS5A inhibitor daclatasvir might lead to an almost

complete shutoff of the HCV replication and spread due to its suggested ability to inhibit the

formation of RCs and its ability to prevent HCV genome transfer to sites of virus assembly

[78]. However, by using our model to study the effects of inhibiting both RNA synthesis and

virus assembly, we found that blocking both processes led to a decrease in intracellular and

extracellular virus concentration, as has been observed in vitro [42]. Nevertheless, as current

direct acting antivirals are not 100% effective, our model predicted that HCV RNA was still

being made and secreted at a low level. Our model was not designed for the in vivo situation

and thus did not account for degradation or clearance of HCV RNA containing exosomes

after their secretion from an infected cell. Interestingly, clinical trials aiming to predict the sus-

tained virologic response rate to combination direct acting antiviral therapy regimens in

HCV-infected patients have shown that some patients still had low level HCV RNA detectable

at the end of therapy despite achieving a sustained virologic response [79,80]. Some possible

explanations are that the detected HCV RNA might be non-infectious or very unfit due to

mutations or defective due to aberrant virus assembly or because the HCV RNA was packaged

in exosomes that poorly transmitted infection, i.e. had an R0<1 [79].

In summary, in the present study we compared several mathematical models of intracellular

HCV replication coupled to HCV RNA secretion and/or virus assembly and release. Using a

model that did not distinguish between HCV RNA secretion in exosomes or viral particles, we

found that initially HCV RNA from the cytoplasm served as the main source of secreted RNA,

but after a delay the HCV RNA from the site of translation and the RC served equally as the

sources for secreted HCV RNA. By expanding our model to explicitly include HCV assembly

and release, we found that a model in which after a delay the rate of viral assembly/release

decreased with the additional amount of time a cell had been infected fit the data best, suggest-

ing that these processes might be limited by the availability of viral components and/or host

factors involved in assembly and release. Alternatively, there might be host restriction factors

that are induced following infection that limit virus particle production. Moreover, if the rate

of HCV RNA replication and the amount of intracellular HCV RNA increase with time after

infection, this might increase the secretion of HCV RNA in exosomes, which can evade host

antibody responses to viral envelope proteins, such as E2, and have the ability to infect naïve

cells and thus spread the infection. HCV dynamics models have focused on HCV RNA disper-

sion in viral particles. Our work suggests that HCV RNA spread in exosomes is also likely and

further research concerning exosomal secretion, its infective potential, as well as its contribu-

tion to viral spread is needed.

Supporting information

S1 Fig. HCV secretion model fits. Best fits of the HCV RNA secretion models for the three

different time delay functions: ramp-up secretion (type 1 models), simple time delayed secre-

tion (type 2 models), exponential decreasing HCV RNA secretion (type 3 models). A) Best-fit

model for secretion exclusively from the site of translation. B) Best-fit model for secretion

exclusively from the RC. C) Best-fit model for equal (τT = τR and ρT = ρR) secretion from both

sites, the site of translation and the RC. D) Best-fit model for individual (τT6¼τR and ρT6¼ρR)

secretion from both sites, the site of translation and the RC. [(-)RNA = minus-stranded RNA,

(+)RNA = plus-stranded RNA, sRNA = secreted HCV RNA (see S1 Data)]. Data has been

taken from [35] Fig 1A–1C. See S1 and S2 Tables for parameter information.

(TIFF)

S2 Fig. Best fits of the HCV RNA secretion models. A) Best-fit model for secretion exclu-

sively from the site of translation. B) Best-fit model for secretion exclusively from the RC. C)
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Best-fit model for equal (τT = τR and ρT = ρR) secretion from both sites, the site of translation

and the RC (left), as well as sources of secreted HCV RNA (right). D) Best-fit model for indi-

vidual (τT6¼τR and ρT6¼ρR) secretion from both sites, the site of translation and the RC (left), as

well as sources of secreted HCV RNA (right). [(-)RNA = minus-stranded RNA, (+)

RNA = plus-stranded RNA, sRNA = secreted HCV RNA (see S1 Data)]. Data has been taken

from [35] Fig 1A–1C. See S1 Table for parameter information.

(TIFF)

S3 Fig. Parameter identifiability profile for the best-fit HCV secretion model. Parameter

identifiability profile for the best-fit HCV secretion model (SMT16¼R1) that considers indepen-

dent HCV RNA secretion (τT6¼τR, ρT6¼ρR, kT6¼kR). The x-axis shows the scanned parameter

profile (as log10 values), y-axis shows the corresponding log-likelihood values [ΔL(P) is the dif-

ference of the log likelihood value], the red dot shows the estimated parameter value and the

red line describes the statistical 95% threshold (95% confidence intervals are listed in Table 4,

see S1 Data for details). A parameter is identifiable if the black parameter profile line is cross-

ing the statistical threshold (the 95% confidence interval is finite).

(TIFF)

S4 Fig. Parameter identifiability profile for the best-fit HCV assembly model (AM4). The

x-axis shows the scanned parameter profile (as log10 values), y-axis shows the corresponding

log-likelihood values [ΔL(P) is the difference of the log likelihood value], the red dot shows the

estimated parameter value and the red line describes the statistical 95% threshold (95% confi-

dence intervals are listed in Table 4, see S1 Data for details). A parameter is identifiable if the

black parameter profile line is crossing the statistical threshold (the 95% confidence interval is

finite).

(TIFF)

S5 Fig. Parameter identifiability profile for the best-fit HCV RNA secretion and virus

assembly model (CM4). The x-axis shows the scanned parameter profile (as log10 values), y-

axis shows the corresponding log-likelihood values [ΔL(P) is the difference of the log likeli-

hood value], the red dot shows the estimated parameter value and the red line describes the

statistical 95% threshold (95% confidence intervals are listed in Table 4, see S1 Data for

details). A parameter is identifiable if the black parameter profile line is crossing the statistical

threshold (the 95% confidence interval is finite).

(TIFF)

S6 Fig. (+) and (-)RNA secretion model. Schematic illustration of the intracellular HCV RNA

replication extended by ρC, where (-)RNA from the RC serves as a source of HCV RNA secre-

tion. For more details, see Fig 1.

(TIF)

S7 Fig. AICs of the (+) and (-)RNA secretion models. Best-fit model AICs of the HCV (+)

and (-)RNA secretion models when the parameter kρ determining the rate of ramp-up or limi-

tation was varied. [▲ = ramp-up models, ■ = simple delay models, ● = exponential decrease

models; blue = (-)RNA secretion from the RC, green = equal (+)RNA secretion from site of

translation and (-)RNA secretion from the RC (τT = τC, ρT = ρC), yellow = individual (+)RNA

secretion from site of translation and (-)RNA secretion from the RC (τT6¼τC, ρT 6¼ρC),

red = equal (+)RNA secretion from site of translation and (+) and (-) RNA secretion from the

RC (τT = τR = τC, ρT = ρR = ρC), black = individual (+)RNA secretion from site of translation

and (+) and (-)RNA secretion from the RC (τT6¼τR6¼τC, ρT6¼ρR6¼ρC) (see S1 Data)]. For the

best model for each HCV RNA secretion route and corresponding time delay function see S3
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Table.

(TIFF)

S8 Fig. (+) and (-)RNA secretion model fit. A) Best-fit model for individual HCV (+)RNA

and (-)RNA secretion from site of translation and the RC (τT6¼τR6¼τC, ρT6¼ρR6¼ρC, and

kT6¼kR6¼kC). B) Sources of secreted HCV RNA. C) Ratios of intracellular HCV RNA species.

D) Time delay functions. [(-)RNA = minus-stranded RNA, (+)RNA = plus-stranded RNA,

sRNA = secreted HCV RNA (see S1 Data)]. Data has been taken from [35] Fig 1A–1C. See S4

Table for parameter information.

(TIFF)

S9 Fig. Parameter identifiability profile for the best-fit (+) and (-)HCV secretion model.

Parameter identifiability profile for the best-fit (+) and (-)HCV secretion model (SMT16¼R16¼M1)

that considers independent HCV RNA secretion (τT6¼τR6¼τC, ρT6¼ρR6¼ρC, kT6¼kR6¼kC). The x-

axis shows the scanned parameter profile (as log10 values), y-axis shows the corresponding log-

likelihood values [ΔL(P) is the difference of the log likelihood value], the red dot shows the esti-

mated parameter value and the red line describes the statistical 95% threshold (95% confidence

intervals are listed in S4 Table, see S1 Data for details). A parameter is identifiable if the black

parameter profile line is crossing the statistical threshold (the 95% confidence interval is finite).

(TIFF)

S10 Fig. Global sensitivity of the CM4 model parameters. Global sensitivity analysis per-

formed for model CM4 showing the total-order sensitivities for all model parameters for two

different time points: 1 (A, C, E) and 3 (B, D, F, G, H) days post infection (dpi). The red line

represents a threshold, a so-called negative control or dummy parameter that does not appear

in the mathematical model equations, where sensitivities above the line are considered as rele-

vant while those below are negligible (see Methods section and S1 Data for details). Significant

differences of the total sensitivity of a model parameter to the threshold have been calculated

by performing a t-Test (p-values: ��� �0.001,���0.01,��0.05) (see S2 Text for more informa-

tion).

(TIFF)

S1 Table. Parameter values of secretion models with one HCV (+)RNA secretion route.

Parameter values of the best-fit models with a delayed ramp-up secretion (type 1 models:

SMT1 and SMR1), simple time delayed secretion (type 2 models: SMT2 and SMR2), and an expo-

nential decreasing secretion (type 3 models: SMT3 and SMR3).

(DOCX)

S2 Table. Parameter values of secretion models with both HCV (+)RNA secretion route.

Parameter values of the best-fit models with a delayed ramp-up secretion (type 1 models:

SMT1 = R1 and SMT16¼R1), simple time delayed secretion (type 2 models: SMT2 = R2 and

SMT26¼R2), and an exponential decreasing secretion (type 3 models: SMT3 = R3 and SMT36¼R3).

Note that for models where HCV RNA is secreted from both routes (the site of translation and

the RC) we discriminate between two different cases: (i) secretion specific model parameters

are the same for both secretion routes, i.e. τT = τR and ρT = ρR (SMTi = Ri with i = 1,2,3), or (ii)

secretion specific model parameters are individual for both secretion routes, i.e. τT6¼τR and

ρT6¼ρR (SMTi6¼Ri with i = 1,2,3). Parameter values in [] show 95% confidence intervals, while

values marked with � were kept fixed throughout the profile likelihood estimation.

(DOCX)

S3 Table. Model comparison of the (+) and (-)RNA secretion models. AICs, number of esti-

mated model parameters (#P), time delay parameters (kri ; tri ; ri) values of the best-fit models
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that take into account the secretion of (-)RNA and were fitted to measurements of plus-strand

RNA, minus-strand RNA, and secreted HCV RNA in Keum et al. [35]. The model with the

lowest AIC is highlighted in beige and the lowest AIC for each model is shown in bold.

(DOCX)

S4 Table. Parameter values of the (+) and (-)RNA secretion model. Parameter values of the

best-fit model that consider the secretion of HCV (+)RNA and (-)RNA (S2 and S4 Figs, S3

Table) with a delayed ramp-up secretion. Note that every secretion route is individual and

hence, kT 6¼kR6¼kC, τT6¼τR6¼τC, and ρT6¼ρR6¼ρC. Parameter values in [] show 95% confidence

intervals, while values marked with � were kept fixed throughout the profile likelihood estima-

tion. The degradation rate of HCV RNA within the RC was set to μR = 0 (see main text).

(DOCX)

S1 Text. Minus-strand and plus-strand HCV RNA as secretion sources.

(DOCX)

S2 Text. Sensitivity analysis of the best fit model (CM4).

(DOCX)

S1 Data.

(XLSX)
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