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'No one is so old as to think that he cannot live one more year.' 

—  Cicero, 106–43 BC, Roman orator & statesman 
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Short summary 

Age is the single biggest risk factor for most major human diseases. As such, understanding the 

intricate molecular changes that drive biological aging holds great promise in attempting to slow 

the onset of systemic diseases and thereby increase the effective health-span in modern societies. 

This thesis explores several computational approaches to capture and analyze the molecular 

biological alterations triggered by intrinsic and extrinsic aging using skin as a model tissue to 

deliver genes and pathways as potential targets for intervention strategies.  

Publication 1 demonstrates the utility of multi-omics data integration strategies for aging 

research, leading to the identification of four latent aging phases in skin tissue through an 

integrated cluster analysis of gene expression and DNA methylation data. The four phases 

improved the detection of molecular aging signals and were shown to be associated with 

sunbathing habits of the test subjects. Deeper analysis revealed extensive non-linear alterations 

in various biological pathways particularly at the transition into the fourth aging phase, coinciding 

with menopause, with potentially wide-reaching functional implications. Publication 2 describes 

the development of a novel type of age clock, that provides a new level of interpretability by 

embedding biological pathway information in the architecture of an artificial neural network. The 

clock not only generates meaningful biological age estimates from gene expression data, but 

further allows simultaneous monitoring of the aging states of various biological processes through 

the activations of intermediate neurons. Analyses of the inner workings of the clock revealed a 

wide-spread impact of aging on the global pathway landscape. Simulation experiments using the 

transcriptomic clock recapitulated known functional aging gene associations and allowed 

deciphering of the pathways by which accelerated aging conditions such as chronic sun exposure 

and Hutchinson-Gilford progeria syndrome exert their effects. Publication 3 further explores the 

molecular alterations caused by the pro-aging effector UV irradiation in the skin. The multi-omics 

data analysis of repetitively irradiated skin revealed signs of the immediate acquisition of aging- 

and cancer-related epigenetic signatures and concurrent wide-spread transcriptional changes 

across various biological processes. Investigations into the varying resilience to irradiation 

between subjects revealed prognostic biomarker signatures capable of predicting individual UV 

tolerances, with accuracies far surpassing the traditional Fitzpatrick classification scheme. Further 

analysis of the transcripts and pathways associated with UV tolerance identified a form of 

melanin-independent DNA damage protection in individuals with higher innate UV resilience.  

Together, the approaches and findings described in this thesis explore several new angles 

to advance our understanding of aging processes and external drivers of aging such as UV 

irradiation in the human skin and deliver new insight on target genes and pathways involved.
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Kurzzusammenfassung 

Alterung ist der größte Risikofaktor für die meisten schweren Erkrankungen des Menschen. Das 

Verständnis der komplexen molekularen Veränderungen, die biologische Alterung vorantreiben, 

ist daher ein vielversprechender Ansatz, um das Auftreten systemischer Krankheiten zu verzögern 

und damit die effektive Gesundheitsspanne der Bevölkerung in modernen Gesellschaften zu 

erhöhen. In dieser Arbeit werden verschiedene computergestützte Ansätze zur Analyse 

altersassoziierter molekularbiologischer Veränderungen im Modellgewebe Haut exploriert, um so 

Gene und biologische Prozesse als neue Ziele für Interventionsstrategien zu identifizieren. 

Publikation 1 zeigt den Nutzen von Multi-Omics-Daten und holistischer Analysestrategien für 

die Alterungsforschung auf, die zur Identifizierung von vier latenten Altersphasen in humanem 

Hautgewebe führten. Die Klassifizierung der Studienteilnehmer in diese Phasen führte zu einer 

verbesserten Erkennung molekularer Alterungssignale und zeigte zudem eine deutliche 

Assoziation mit der durchschnittlichen Sonnenexposition auf. Eine tiefergehende Analyse der 

molekularen Daten identifizierte umfangreiche nichtlineare Veränderungen in verschiedenen 

biologischen Signalwegen, insbesondere beim Übergang in die vierte, mit der Menopause 

koinzidierende Altersphase. Publikation 2 beschreibt die Entwicklung eines neuartigen Modells für 

die Altersvorhersage, das durch Einbettung von Informationen über zellbiologische Prozesse in 

seine Architektur eine neue Ebene an Interpretierbarkeit erreicht. Das Modell erlaubt dabei neben 

der Kalkulation des biologischen Alters der Haut gleichzeitig die Überwachung des Alterszustands 

biologischer Prozesse innerhalb des Gewebes. Analysen des Modells zeigten, dass Alterung mit 

weitreichenden Auswirkungen auf die globale biologische Prozesslandschaft einhergeht, und 

weitergehende Simulationsexperimente ermöglichten zudem die Identifizierung von Prozessen 

und Signalwegen, über die beschleunigte Alterungskonditionen wie chronische Sonnenexposition 

und das Hutchinson-Gilford-Progerie-Syndrom ihre Auswirkungen entfalten. Publikation 3 

untersucht die molekularen Veränderungen, die durch den extrinsischen Alterungseffektor UV-

Strahlung in der Haut verursacht werden. Die Multi-Omics-Analyse identifizierte auffällige frühe 

Ähnlichkeiten zu alters- und krebsassoziierten epigenetischen Signaturen in repetitiv bestrahlter 

Haut, die mit korrelierten Transkriptionsänderungen einhergingen. Untersuchungen von 

Unterschieden in der UV-Toleranz identifizierten Biomarker-Signaturen, die individuelle 

Toleranzen mit hohen Genauigkeiten vorhersagten sowie eine potentielle melaninunabhängige 

Schutzfunktion vor DNA-Schäden in Personen mit höherer angeborener UV-Resilienz.   

Gemeinsam eröffnen die hier beschriebenen Ergebnisse neue Ansätze zur Untersuchung 

von Alterungsprozessen und externen Alterungstreibern wie UV-Bestrahlung in der menschlichen 

Haut, und liefern neue Erkenntnisse zu beteiligten Genen und biologischen Prozessen. 
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Introduction 

The term aging generally describes the progressive impairment of normal physiological 

functioning over time, ultimately leading to an organism’s increased vulnerability to death.  

Aging not only governs the extent of our life-spans however, it is also one of the greatest risk 

factors for most chronic human diseases, thereby drastically influencing human health-span. 

Understanding and addressing the complex molecular alterations driven by aging could thus be 

an effective way to slow the onset of the variety of systemic age-related diseases that have 

become ever so common particularly in western societies and that place an increasing burden on 

global healthcare systems1–5. 

Current theories on the phenomenon of aging largely attribute the process to a progressive 

accumulation of unavoidable deleterious influences that increasingly impair normal physiological 

processes and functioning6–10. Historically largely regarded as an intrinsic and invariable 

phenomenon inherent to complex lifeforms, more recent research is increasingly implicating the 

involvement of extrinsic factors modulating the progression, forming a picture of aging as a highly 

multifactorial process, more prone to modulation than previously believed10–14. 

In order to quantify the subtle alterations caused by extrinsic factors affecting the pace of 

aging, methods and approaches for capturing the actual biological aging state as opposed to mere 

chronological age have thus become an important cornerstone of aging research with human 

participants. One of the most prominent examples for such a method has been the development 

of ‘age clocks’, supervised machine learning models capable of accurately predicting the aging 

state of test subjects from quantitative biological data such as DNA methylation states, gene 

expression levels or metabolite abundances15–24. Age clocks have proven themselves as reliable 

biomarkers for aging state, even serving as predictors of remaining life-span and all-cause 

mortality, delivering quantifiable evidence of the uncoupling of chronological and biological 

age18,19,25–29. Analyses relying on the estimated ages from age clocks have also uncovered 

significant associations between accelerated aging rates and various systemic diseases, including 

cancer, cardiovascular and coronary heart disease as well as neurodegenerative disorders28, 

demonstrating the importance of understanding aging as a process to slow the onset of disease 

and improve human health-span overall. In order to improve the sensitivity of these analyses 

further, a second generation of age clocks has been developed, trained on estimates of 

‘phenotypic’ as opposed to chronological age. These phenotypic age estimates, calculated from 

descriptors of systemic health, such as levels of certain age-associated blood plasma proteins or 

mortality data from large longitudinal data sets, allowed the training of clocks that proved even 
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more powerful for the identification of aberrant aging rates and for the prediction of remaining 

life- and health-span27,29. 

Despite their unquestionable utility however, current age clocks generate little insight into the 

actual biological processes driving aging, limiting their use to mere diagnostic or read-out tools. 

Transforming these ‘black box’ tools into transparent, interpretable models of how aging 

progresses on a molecular biological level, holds great promise then to further drive our 

understanding of aging as a whole. A new generation of interpretable age clocks could generate 

valuable insight on the genes and pathways driving their predictions, which could supply useful 

targets for the design of intervention strategies to help slow aging on a molecular level. 

Another general perception about aging that has seen change over the years concerns the 

linearity of aging. Aging has traditionally been perceived as a linear process, and recent 

achievements such as the development of age clocks – in their earlier implementations usually 

variants of linear models – have generally not challenged this perception. Notably however, on a 

molecular biological level, several indications of non-linearity in the aging progression have 

recently been described30–32. Most indications of this are derived from model organisms such as 

fruit flies, recently however, data generated from human tissues have hinted that similar 

mechanisms might play a role in human aging as well. One of the most compelling of such reports 

describes the sudden loss of an age-associated transcriptional signature related to the known 

age-associated IGF-1/PI3K/mTOR-signaling pathway around the sixth decade of life in multiple 

human tissues32. The finding indicates a non-linear switch in an important regulatory pathway that 

has been well-described in the context of aging and longevity in various model organisms. 

Non-linear changes in gene regulation patterns might thus represent a previously overlooked 

feature of human aging that might warrant increased attention. 

An attempt at categorizing the different biological processes that both drive and are 

themselves affected by age-related changes has been made in the form of the Hallmarks of 

Aging33. This conceptual categorization of biological phenomena that have been found associated 

with increasing age across different organisms and tissues proposes nine universal pillars of 

aging. These pillars are divided into three groups: primary Hallmarks with exclusively negative 

consequences (epigenetic alterations, telomere attrition, genomic instability and a loss of 

proteostasis), antagonistic Hallmarks with either beneficial or detrimental effects depending on 

their intensity (mitochondrial dysfunction, nutrient signaling – which prominently includes the 

previously mentioned IGF-1/PI3K/mTOR-signaling pathway – and cellular senescence) and finally 

the integrative Hallmarks (altered intercellular signaling  and stem cell exhaustion), which are 
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believed to emerge as consequences of the other Hallmarks and are hypothesized to be in great 

part driving the late detrimental effects observed in aging tissues33. 

Most Hallmarks represent highly interconnected processes, such as epigenetic alterations 

and telomere shortening strongly contributing to genomic instability, and genomic instability in turn 

marking one of the strongest factors finally driving cells into a state of senescence, an important 

phenomenon frequently encountered in aged tissues, in particular in the skin34–38. Cellular 

senescence, originally devised by nature as an important protective mechanism against cancer, 

describes the complete cessation of cell division upon persistent stresses such as DNA 

damage34,39,40. Early on an overwhelmingly beneficial response, the gradual accumulation of 

uncleared senescent cells in aging tissues leads to a severely deleterious microenvironment 

driven by the secretion of inflammatory cytokines, chemokines, and other soluble factors, which 

influence intercellular communication and interfere with normal tissue function35,36,38,41. 

The proposed sequence of emergence places the primary Hallmarks at the earlier stages of 

aging, leading to an accumulation of deleterious changes, that might serve as triggers for other 

age-related alterations. The antagonistic Hallmarks, which at the early stages pose no problem 

and at low intensity can even exert beneficial effects on the functioning of cells and tissues, can 

over time develop into progressively negative mechanisms, potentially exacerbated and 

accelerated under the influence of the primary Hallmarks. The integrative Hallmarks are 

hypothesized to finally manifest as a consequence of the accumulated damages of primary and 

antagonistic Hallmarks and are thus believed to follow them in temporal sequence33. The 

categorization gives a good overview over different cellular processes and their involvement with 

aging, however so far, their overarching classification and in particular the order of their temporal 

emergence have remained largely theoretical, with a lack of data-driven approaches available to 

quantify their emergence. 

Of all organs in the human body, the skin represents a particularly well-suited tissue for 

studying aging in general. The skin is the largest organ of the human body, yet it is easily 

accessible, and biopsies can be taken using non- or minimally-invasive sampling methods, such 

as suction blisters. The skin is compartmentalized into three layers with distinct functions: the 

epidermis, representing the true barrier to the outside world and mainly consisting of specialized 

epithelial cells called keratinocytes; the dermis, a thicker layer of collagen-rich connective tissue 

largely populated by extracellular matrix producing fibroblasts providing mechanical cushioning as 

well as immune cells, specialized glands and hair follicles; and finally the hypodermis, a layer of 

subcutaneous fat, providing thermal insulation. The skin serves several crucial functions 

guaranteeing our survival, among it limiting the water loss from our bodies, regulating our body 
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temperature, providing sensory functions and importantly as a barrier, protecting us from harmful 

pathogens and environmental insults such as hazardous solar irradiation. Owing to its exposed 

nature, the skin and in particular its outermost layer, the epidermis, is frequently subjected to 

extrinsic influences with potential impact on age-related processes, making it a highly suitable 

tissue to study the effects of accelerated aging through extrinsic factors.  

The most prominent of such factors is solar irradiation. Exposure in particular to the 

ultra-violet fraction of natural sunlight is well-known to induce DNA damage and thereby contribute 

to genomic instability. This is in part caused directly by the dimerization of adjacent pyrimidine 

bases, as well as indirectly by increasing oxidative stress due to the formation of free radicals and 

reactive oxygen species within cells33,42,43. Apart from direct damage to DNA and proteins within 

cells, UV light also impacts the extracellular matrix within the skin by causing photodegradation of 

collagen fibers and modulating the expression of genes related to tissue structure and modeling 

by dermal fibroblasts36,42,44. Chronic exposure of the skin to solar irradiation then induces a skin 

phenotype characterized by wrinkling, dyspigmentation and a leathery appearance, in many traits 

resembling naturally aged tissue, leading to the description of this skin-specific phenomenon as 

‘photoaging’. If further left unprotected and untreated, photoaged skin can develop into actinic 

keratoses, pre-cancerous lesions frequently encountered in light-skinned individuals with a history 

of sun exposure, which present a significant risk to progress further into cutaneous squamous cell 

carcinoma42,45–48. This direct progression exemplifies the risks associated with accelerated aging 

and its impacts on human health and illustrates the importance of furthering our understanding of 

the intricate molecular processes driving biological aging. 

 

Methods 

In order to analyze the molecular changes triggered by intrinsic and extrinsic aging in the skin, a 

diverse set of statistical and computational methods was used, ranging from correlation and linear 

regression to different types of machine learning algorithms.  

Most of the data analyzed for the purposes of this thesis can be classified as so called 

‘omics’-data, generated from high-throughput assays and technologies. The term ‘omics’ is 

generally used to describe several biological disciplines that aim at holistically describing biological 

processes or levels of biological organization, often involving the simultaneous profiling of tens to 

hundreds of thousand biological molecules or entities to characterize the complex dynamics that 

ultimately shape an organism’s structure and function. In order to draw even more robust 

conclusions on biological processes, several assays profiling different layers of biology are 

frequently combined. These ‘multi-omics’ approaches have been shown to greatly improve the 
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detection of biological signal amidst technical noise49–54, and after being pioneered mainly in 

cancer research, are now quickly gaining traction in other research fields as well. 

The high dimensionality of each data set poses significant challenges for the integrated 

analysis of several layers of biological regulation however, as do differing scales and distributions 

of parameters and assay-specific technical noise and bias50,52,54,55. In recent years, a number of 

algorithms have been developed to tackle these challenges, which allow the computational 

integration of multiple large data modalities for a simultaneous analysis of different biological 

layers. One possible way to achieve this – and the one specifically chosen for the integration of 

multi-omics data sets in this work – is using a network-based approach known as similarity network 

fusion50. Similarity network fusion relies on the calculation of pairwise similarities between 

individual samples, which are first determined for each of the data modalities separately. The 

resulting sample similarity matrices for each data type are subsequently transformed into 

networks, in which individual samples are represented by points while the edges between them 

code for their pairwise similarities. The advantage of this transformation of the data from diverse 

biological features to a similarity network space, is that it offers a way to avoid many of the 

aforementioned issues related to differing scales and distributions as well as other 

platform-specific biases. To integrate the individual sample networks, an iterative fusion algorithm 

performs stepwise updates on the edges, strengthening connections between samples that are 

pronounced in more than one data modality, thus making the networks more similar with each 

iteration, whilst unlocking synergistic information from the data sets in the process. The final fused 

similarity network then incorporates information from all separate input data sets and can be used 

for downstream analyses such as the identification of hidden subtypes among samples using 

unsupervised cluster analysis, as performed for the publications encompassed in this thesis. 

Clustering describes the task of grouping objects by similarity, yielding sets of objects that are 

more similar among themselves than they are to objects in other groups, which facilitates the 

detection of discrete groupings in the input data, and represents an example for an unsupervised 

machine learning technique. In this work, similarity network fusion and subsequent clustering were 

used for the identification of latent groupings along the aging progression in multi-omics data, 

leading to the identification of four discrete aging phases in epidermal tissue described in paper 1, 

as well as the identification of divergent biological responses among subjects to repeated UV 

irradiation in paper 2. 

Machine learning algorithms can broadly be classified into supervised and unsupervised 

learning techniques, which differ in the type of data required and their area of application. 

Unsupervised learning algorithms are capable of learning patterns and representations from data 
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without prior labeling of training cases, and frequent use cases include the aforementioned cluster 

analysis, outlier or anomaly detection, or the learning of latent representations. Supervised 

algorithms on the other hand learn representations from pairs of data and labels, essentially 

constructing functions that allow for the mapping of new data cases to their matching labels. 

Supervised machine learning tasks are further divided into either classification or regression tasks, 

depending on the type of label to predict, with classification models trained on predicting discrete 

classes and regression models used for predicting continuous numeric variables.  

Age clocks, such as those employed in papers 1 and 2, represent prime examples for 

regression models. A variety of different age clocks has been proposed before, trained on different 

types of biomarkers, ranging from DNA methylation sites across the genome to metabolite 

abundances and more15–22,24. What all of these clocks have in common, no matter the data type 

used, is that they model the relationship between biological input features and age (either 

chronological or a proxy for phenotypic age27,29) of the sample donor as output, generating 

continuous biological age estimates, which have been shown numerous times to represent more 

accurate predictors of life-span and health status than chronological age itself, making these types 

of regression models very useful tools for aging research. 

Various machine learning algorithms have been developed over the years to solve both types 

of supervised learning tasks, with most algorithms having different variants optimized for either 

classification or regression problems. The most notable algorithms used in this work for 

classification or regression tasks were implementations of random forests, support vector 

machines and artificial neural networks. 

Random forests are an ensemble learning method based on a large number of individual 

decision trees56. Each decision tree represents a model that attempts to derive an optimal set of 

decision rules to predict new data points according to a number of features and training cases. 

Decision trees are constructed from nodes and branches, starting from a single root node. At each 

node, the available features are evaluated according to how well they split the cases in the training 

data, to derive the best prediction on the training set. This process is repeated recursively while 

constructing the tree, at each step using one of the remaining features that best splits the data, 

until reaching their final nodes (leaf nodes) at which label predictions are generated based on the 

decisions made along the branches of the tree. While very flexible and intuitive tools, a single 

decision tree can be prone to overfitting, especially as the number of splits increases, often leading 

to a biased model which performs exceptionally well during training, but poorly on new, unseen 

data. Random forests mitigate this problem by making use of a multitude of decision trees, each 

trained only on a randomly selected subset of the training data, with predictions aggregated from 
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all individual decision trees. This process of randomly constraining the data that each individual 

model sees and aggregating the results is also known as bootstrap aggregating or bagging, and 

greatly helps reduce the bias associated with single decision trees, leading to models that 

generally perform very well on new data sets, even with minimal adjustments of model parameters. 

Random forests were used in this work for the training of classification models, allowing the 

grouping of new subjects to the aging phases identified in paper 1 and as part of the pathway 

predictivity analysis developed for ranking biological processes according to their predictivity for a 

given biological phenomenon, which in paper 1 was used to characterize aging phase identity. 

Support vector machines on the other hand function by constructing a hyperplane or several 

hyperplanes between training cases which best separate them according to their labels57. The 

optimal hyperplane is determined by maximizing the margin, the distance between the hyperplane 

and the training cases closest to it. In cases where linear separability in a finite-dimensional space 

is not given, support vector machines are capable of mapping data points into a higher-

dimensional space before hyperplane construction using kernel functions, which calculate the dot 

products representing the data points in higher-dimensional space, allowing non-linear 

classification and regression problems to be tackled. In this work, support vector machines were 

used as an alternative to random forests to rank the importance of various biological pathways in 

the pathway predictivity analysis used in paper 2. 

Artificial neural networks represent a type of machine learning algorithm loosely inspired by 

the function of mammalian neural networks58–61. The building blocks for artificial neural networks 

are nodes or artificial neurons, and edges. The artificial neurons, typically organized in layers, 

perform non-linear mathematical operations on the sum of their inputs, while the edges form 

connections between neurons of different layers and thus allow numerical information to be 

passed from one neuron to the next. Every individual edge between two neurons across the 

network is assigned a weight, a randomly initialized numerical factor by which incoming 

information is multiplied before it is passed on to the next neuron, thereby increasing or decreasing 

the strength of individual connections. At the end of the receiving neuron, all incoming products 

are summed up and passed through a non-linear activation function, such as a sigmoid or rectified 

linear unit – the non-linearity of the activation at this step being crucial in allowing the network to 

learn complex non-linear relationships between input and output. During the learning phase, the 

weights between different neurons are adjusted at each epoch using backpropagation of errors to 

derive an optimal weight configuration across the network in order to predict a given label at the 

final node (or layer of nodes). This setup then, at least conceptually, bears resemblance to 

mammalian neural networks, in which signals are transmitted from one neuron to the next via 
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synapses, where the incoming signals are registered, and the neurons reacts when a certain 

activation threshold is exceeded. Regular feedforward networks consist of several stacked layers 

of neurons between an input layer on one end, where information on features is fed into the 

network, and an output layer generating the predictions on the other. Usually in these networks, 

each neuron in a certain layer is connected to each neuron in the next, leading to their designation 

as ‘fully connected’ artificial neural networks. When these networks reach several layers in depth, 

the term ‘deep learning’ is often used to describe these types of machine learning models. In 

paper 3, an artificial neural network using a specifically designed architecture incorporating prior 

information on biological pathways into the model structure, was used to construct the first 

interpretable neural age clock. 

 

Results 

The publications detailed in the following describe several different aspects of aging in the skin 

with an emphasis on the close interplay between intrinsic and extrinsic factors driving aging.  

The latter notably includes solar irradiation, which also happens to constitute a major effector 

driving age-related carcinogenesis in the skin. A common theme across the publications is further 

the exploration of novel computational approaches and methods to assess biological aging state 

as well as genes and pathways involved with aging and age-related pathogenesis. 

Investigation of non-linear aspects of aging in epidermal tissue 

Following recent reports on non-linear changes in gene regulation within the nutrient sensing 

IGF-1/PI3K/mTOR-signaling pathway as a known Hallmark of Aging in human tissue32, paper 1 

was dedicated to investigating signs of non-linearity across multiple levels of molecular biological 

data at a broader scale using an unsupervised clustering approach. Borrowing from precision 

medicine, where the generation and analysis of multi-modal data sets has proven itself highly 

useful for enhancing the detection of hidden subtypes in heterogeneous biological data, 

multi-omics profiling was employed to investigate this question, in the hopes that a combination of 

different data modalities could uncover information on groupings that would be difficult to detect 

in any single data type. For this, genome-wide DNA methylation and gene expression data from 

86 epidermal samples of female donors of ages between 21 and 76 years was generated and 

subsequently analyzed. 

The data sets were computationally integrated into a single data modality using a similarity 

network fusion approach50. The resulting integrated network, representing sample similarities 

across the different data modalities, was then used as basis for an unsupervised cluster analysis, 
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which identified four distinct subgroups among the samples. Analysis of the detected clusters 

showed a strong association of the groupings to chronological ages of the subjects, which led to 

the hypothesis that the clustering had identified stages in the multi-omics data capturing biological 

aging states of the study participants. This hypothesis was supported by subsequent analyses 

using transcriptomic and epigenetic age clocks. The association was particularly pronounced in 

the case of aging phase outliers, subjects which appeared to have prematurely migrated to the 

next aging phase relative to their chronological age, and presented significantly increased 

epigenetic and transcriptomic age estimates. Analysis of self-reports of the test subjects further 

revealed that these phase outliers were significantly more likely to have reported frequent 

sunbathing in the questionnaires, delivering evidence of how chronic solar irradiation drives aging 

of the skin on multiple biological levels and affirming the notion that the identified phases captured 

biological aging states of the skin. 

In order to characterize which biological motifs characterize the different phases and explore 

the temporal sequence of emergence of the Hallmarks of Aging in a data-driven manner, a new 

approach for assessing pathway relevance was developed, based on machine learning classifiers 

quantifying the predictivity of a given set of genes for the phenotype in question. Analysis of the 

predictivity patterns of custom gene sets capturing the Hallmarks of Aging along the four aging 

phases interestingly revealed distinct succession patterns of the different Hallmarks over the 

phases. Even more, a clustering of the Hallmark emergence patterns showed strikingly close 

resemblance to their postulated classification into primary Hallmarks (genomic instability, telomere 

attrition, epigenetic alterations and originally loss of proteostasis), antagonistic or secondary 

Hallmarks (cellular senescence, deregulated nutrient sensing and mitochondrial dysfunction) and 

integrative Hallmarks (altered intercellular communication and stem cell exhaustion)33.  

The only divergence in classification with the postulated grouping was found for the proteostasis-

Hallmark, which showed stronger similarity with the group of integrative Hallmarks in the 

data-driven clustering. 

As stated earlier, reports on non-linearity in the regulation of IGF-1/PI3K/mTOR-signaling 

have been pinpointed to the mid-life transition32, a period surprisingly very well captured in the 

identified aging phases in the transition of phases 2 to 3 (which in average chronological ages 

very well matches the transition into menopause) and phases 3 to 4 (coinciding with the transition 

into post-menopause). In order to assess the extent of non-linearity in biological processes around 

this point in life in more detail, a gene set predictivity analysis with increased resolution of 

pathways covered was performed. The analysis revealed a wide impact of aging across biological 

processes, with a number of pathways featuring non-linear predictivity patterns along the four 
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phases. Prominently, a distinct loss in predictivity was detected for a lot of pathways in the 

transition from aging phases 3 to 4, matching strikingly well with the previously reported ‘mid-life 

switch’ in mTOR-related signaling32 and the average transition out of menopause62–65. This loss in 

pathway state could also be detected using gene set enrichment methodology and very much 

appeared to be a global phenomenon across the pathway landscape. Among the pathways 

affected were several key regulatory pathways well-described in the context of aging, such as the 

previously reported mTOR-signaling pathway, confirming the previously cited finding32 for skin 

tissue. The analysis identified a substantial number of further pathways showing similar patterns 

however, including ones related to cellular energy metabolism, stress response and also DNA 

repair processes. 

The collective loss in pathway signal might be connected to an increase in transcriptional 

noise, a hypothesis that has been proposed before as a mechanism driving aging in multicellular 

organisms66–68. To investigate the involvement of stochasticity in gene expression in the 

mid-to-late-life transition, pairwise correlations between transcriptomic profiles of subjects in the 

respective aging phases were calculated to compare the degree of variation between 

transcriptomes which would be influenced by increases in transcriptional noise. The analysis of 

these inter-individual correlations showed a significant drop in transition to phase 4, in line with 

the transcriptional noise hypothesis and for the first time aligning increases in transcriptional noise 

with the menopausal transition. 

One of the overall most predictive biological processes for aging phase identity in the 

analysis was notably found to be p53-signaling, a pathway that is not only a crucial part of the 

general DNA damage response and thus protection from carcinogenesis, but also strongly 

associated with the phenomenon of cellular senescence, as the irreversible growth arrest 

characteristic for this Hallmark of Aging is mainly mediated by the p53 as well as 

p16Ink4a pathways69–74.  

Together these findings then implicated previously overlooked, wide-spread non-linear 

changes at the very core of aging in the human skin, with potentially far-reaching implications, 

contributing to the functional deterioration of the tissue in old-age. 

An interpretable neural age clock for transcriptomic data  

The analyses in paper 1 had already demonstrated the utility of machine learning models as 

predictive tools in a research setting, as exemplified by the transcriptomic and epigenetic age 

clocks used to validate the identified aging phases. As previously stated however, first and second 

generation age clocks, including ones such as those used in paper 1, offer little insight on the 

biological processes actually driving their predictions. Paper 2 then describes the development of 
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a new type of age clock, aimed to deliver both predictivity as well as interpretability of its inner 

workings. The concept of this new age clock is based on the incorporation of prior information on 

biological pathways into the architecture of an artificial neural network, controlling and guiding the 

flow of information across specific neurons and thereby forcing different parts of the network to 

model different biological processes. Artificial neural networks with sufficient depth are well suited 

to modeling arbitrarily complex non-linear relationships between input data and output, which 

given the non-linear alterations in the gene expression landscape observed in paper 1,  

might represent an important model property when designing age clocks, at least with 

transcriptomic data. 

The network architecture was modeled according to the hallmark process gene set collection, 

which had previously served well for the characterization of aging-related pathway alterations in 

paper 1. The input layer was fed with transcript abundance data on the gene level, followed by 

several compartmentalized and pathway-centric layers propagating the information to a final 

neuron per pathway, which served as auxiliary output to monitor the respective pathway’s aging 

state. The last layer, aggregating the individual pathway neuron outputs, generated the final age 

predictions. Training and testing of the network was performed on a large transcriptomic data set 

of epidermal skin samples (n = 887) from the SHIP-TREND study, a population-based longitudinal 

cohort study launched in 2008 to assess the prevalence of common clinical diseases, sub-clinical 

disorders and various risk factors amongst the general population in Northern Germany75. 

The final model achieved a median absolute error of 4.7 y on the independent test set, 

comparable in accuracy with other published transcriptomic age clocks22,23,76,77, as well as a fully 

connected ‘black box’ model trained on the same data, indicating a relatively small tradeoff 

between performance and transparency. 

One of the advantages of using skin as a tissue for studying aging is the ability to observe 

phenotypic manifestations of extrinsically accelerated aging with relative ease in the form of 

wrinkling and changes in texture and overall appearance of the skin. To investigate, if the 

assessments of biological age generated by the model correlated with any such phenotypic age 

markers, visual age estimates for a subset of the test cohort were generated using a blinded expert 

panel from standardized portrait photographs. Subsequent analysis revealed a significant 

association between the visual and transcriptomic age estimates after correcting for chronological 

age and sex, validating that the age clock indeed managed to capture biological aging states. 

Observing the intermediate neuron activations while feeding the model with data from 

subjects of varying ages allowed a detailed assessment of the aging states of various biological 

processes for each individual sample. The data generated by analyzing neuron activation patterns 
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for the test set revealed a diverse and wide-spread impact of aging on the pathway landscape, 

affecting most of the pathways covered by the model to at least some degree, in line with the 

wide-spread effects on pathways observed in paper 1. Correlation analysis of neuron activations 

with chronological ages of the test subjects revealed some distinct and reproducible differences 

in the extent of alterations these pathways underwent during aging however. The 

correlation-based ranking was led by p53- and TNFa-NFkB-related signaling pathways as the 

most strongly affected processes, followed by several other inflammatory and immune signaling 

pathways, as well as genes implicated in the response to UV irradiation and apoptosis. The top 

pathways p53- and TNFa-NFkB-signaling hinted towards a strong representation of cellular 

senescence signals captured by the model, again indicating a strong involvement of this Hallmark 

of Aging in the skin. 

To further validate the model’s utility, several virtual knockdowns of known and 

well-described aging target genes were performed in silico by downregulating these genes in the 

model’s input data and assessing the impact of the artificially introduced alteration on age 

assessments generated by the clock. The simulated knockdowns of the respective genes chosen 

from the literature matched the reported functional impacts in all cases. Based on these results, 

systematic knockdown simulations of all genes covered by the model were performed. The 

simulations identified a number of well-described aging target genes among the strongest impact 

predictions, such as the SERPINE1, CDKN2A, IGFBP3 and TIMP1, several of which have 

previously been described as markers of senescence37,69,70,74,78–82, in concordance with the 

pathway-level analysis of the inner neuron activations. The simulation experiments also revealed 

several genes related to metabolic processes that so far received less attention in terms of aging 

however, which were predicted to have substantial impact on the biological aging state, and that 

might represent interesting targets for future investigations. 

As the individual gene knockdown simulations had accurately recapitulated known 

associations and revealed numerous other genes impacting the overall age prediction,  

we hypothesized that the clock could also be used to investigate the impact of more complex 

transcriptional signatures on biological aging state and the aging pathway landscape. In validation 

experiments using literature-derived gene expression signatures of accelerated aging conditions 

(Hutchinson-Gilford progeria syndrome or HGPS, photoaging), age-related processes and 

diseases (senescence, actinic keratosis and skin cancer), as well as established intervention 

strategies described from model organisms (caloric restriction), the impact of altered gene 

transcription levels on biological aging state was simulated using the model. While the predicted 

effects on biological age estimates varied widely between the signatures, the simulations generally 
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recapitulated the overall conditions very well, with increased transcriptomic age estimates for 

accelerated aging conditions and pro-aging drivers such as HGPS and photoaging, and  

a modest rejuvenation observed under conditions of caloric restrictions, in line with findings from 

model animals11,14,83,84. 

To decode the biological processes associated with the observed changes in biological aging 

states, the alterations in the intermediate neuron activation patterns after gene perturbation with 

the respective signatures were analyzed. The analyses revealed several interesting aspects to 

the nature of the observed conditions, many in line with existing theories as well as some new 

findings, including pathways previously largely unrecognized in the pathophysiology of HGPS. 

Chronic sun exposure had already been shown to be a significant driver of aging in the epidermis 

in healthy human subjects in paper 1 and the simulations using a signature of chronically sun 

exposed skin using the clock had yielded similar results. Analysis of the pathways most strongly 

affected by photoaging revealed a particularly strong involvement of the oxidative stress response, 

with the neuron coding for the ROS pathway shifted particularly strongly towards a pro-aging state 

during the simulation of photoaging, which is very much in line current theories on the condition42–

44,85. Further pathways altered in photoaged skin included several signal transduction and 

metabolic pathways, whose predicted implication in the emergence of the phenotype could provide 

starting points for future investigations. 

Together these findings demonstrated the gain in utility awarded by designing predictive 

models with interpretability in mind, which expands their use from being biomarkers to even more 

powerful research tools, capable of generating important insight on the biological pathways 

underlying the modeled processes. 

Acute effects of the pro-aging effector solar irradiation across multiple levels of biology 

Several aspects of the publications 1 and 2 had already demonstrated the impact of chronic solar 

irradiation as an important extrinsic factor for aging. In paper 1 chronic sun exposure was identified 

as a significant factor driving the premature transition into higher aging phases, and the simulation 

experiments using signatures of photoaged skin in paper 2 had similarly demonstrated the impact 

of chronic sun exposure on biological aging state and the global pathway landscape and identified 

oxidative stress as a major driver of the condition. Solar irradiation, and in particular its ultraviolet 

components, not only drive photoaging however, they also present a significant risk for the 

development of skin cancer42,45,86–91. 

The long-term effects of solar irradiation are rather well-described then, however less is 

known on the short-term impact of repeated exposure to irradiation of the skin, in particular in 

terms of epigenetic alterations, which happen to represent a highly prognostic biomarker for both 
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aging and carcinogenesis76,92–95. Considering the fact that non-cancerous chronically sun exposed 

skin already displays epigenetic features characteristic for squamous cell carcinomas95,96 and that 

even few short-term UV exposures (i.e. severe sunburns during childhood and adolescence) are 

associated with late epidermal tumorigenesis45,97–101, we were interested in examining how quickly 

such alterations could arise after sun exposure, as well as explore the heterogeneity in UV 

sensitivity observed across different phototypes on a biological level. 

The aim of the third study then was to generate a detailed image of the molecular biological 

events following acute repetitive irradiation of the skin, capturing alterations of both gene 

expression and DNA methylation patterns, their implications for aging- and cancer-related 

processes, and biomarkers and mechanisms defining differences in UV responses across 

subjects. For this, 32 female Caucasian volunteers with varying levels of innate UV tolerance 

(Fitzpatrick phototypes 1 to 4) were repeatedly subjected to individually calibrated doses of 

simulated solar irradiation reaching 0.9 MED (minimum erythema doses) on a sun-protected area 

on their lower backs. Epidermal samples were taken from irradiated and control areas and 

full-transcriptome gene expression as well as DNA methylation profiling performed from these 

samples. To assess the extent of molecular alterations introduced through the irradiation 

procedure, paired differential gene expression and methylation analyses were performed, which 

revealed extensive changes on both transcriptomic and epigenetic level.  

In general, a tendency towards hypomethylation of CpGs was observed, which is in line with 

the detection of large hypomethylated blocks in photoaged skin. To investigate the extent by which 

the observed alterations match those found in chronically sun exposed skin, a more detailed 

analysis of genomic regions previously implicated with photoaging was performed. The analysis 

identified a strong linear correlation between hypomethylation patterns in a substantial fraction of 

the genomic regions investigated, hinting that even few repetitive short-term exposures to solar 

irradiation can already significantly impact long term epigenetic imprinting of the skin. Considering 

the risk factor that repetitive sunburns pose in terms of skin cancer development later in life, a 

comparative analysis of a large number of genomic regions described to be differentially 

methylated during tumorigenesis was performed, further revealing several regions across the 

genome with correlated methylation patterns post-irradiation and in cancerous tissue. 

The identified alterations in DNA methylation patterns after repetitive irradiation were 

substantial, however not every methylation or demethylation implicates an immediate functional 

impact on the expression of a gene. To quantify the extent by which differential methylation in 

functional gene regions actually correlated with changes in expression, a transcriptome-wide 

association analysis was performed, modeling gene expression as a function of mean DNA 
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methylation of CpGs annotated to various functional gene regions. The analysis identified a large 

number of significant associations, most of which were found to be located in enhancer regions. 

Among them were several well-known UV-responsive genes, commonly detected to be 

differentially expressed in in vitro irradiation experiments, but more interestingly also several 

previously unrecognized UV response genes, such as the immunomodulatory CARD14, a known 

positive regulator of NFkB-signaling, and the tumor suppressor gene IRF8, which notably is 

located within one of the genomic regions recently found differentially methylated in photoaged 

skin, thus potentially forming a direct link between extrinsically accelerated aging and 

carcinogenesis in the skin. 

Inter-individual variation in UV sensitivity and tolerance of the human skin is substantial and 

of great importance for the risk of suffering from accelerated photoaging and developing skin 

cancer later in life45,102–105. As a means of estimating approximate UV sensitivity, the Fitzpatrick 

scale is frequently used, which classifies subjects into six distinct phototypes mainly based on skin 

complexion and hair color106. This classification, while useful due to its easy criteria, has been 

shown to only roughly correlate with actual UV sensitivity107–109, which is more objectively 

quantifiable using the MED, i.e. the minimal dose of UV light required to evoke a visible erythema 

response in a test subject’s skin110,111. As this more objective measurement procedure requires 

irradiating subjects with different dosages of UV with potentially harmful repercussions however, 

we investigated whether it might be possible to predict UV tolerance from molecular markers 

instead, that could be profiled from epidermal samples in a minimally-invasive manner. To assess 

the feasibility of this approach, the UV sensitivities of the test subjects in our collective as 

measured by their respective MED, were used as response variable in three different regression 

models trained on gene expression, DNA methylation and a data set combining both data types. 

The cross-validated models showed remarkably high accuracies for all data types, in particular 

those utilizing DNA methylation features, substantially surpassing Fitzpatrick classifications for UV 

sensitivity prediction. 

The best predictor of individual UV tolerance was found in the combination of expression and 

methylation features, hinting that synergistic information might be present in the data, offering 

additional insight on the basis for the observed heterogeneity in UV sensitivity and potential 

variation in UV response mechanisms. To unlock any latent information from the combination of 

the data sets, the similarity network fusion approach as previously utilized in paper 1 was used to 

integrate the two data levels. To explicitly assess heterogeneity associated with the immediate 

biological UV response, only biological profiles from irradiated samples were used for the similarity 

network fusion process. Subsequent clustering on the fused network identified three latent 
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subgroups of samples in the combined data. Notably, the three groups showed very strong 

correlation to the previously measured MED of the test subjects and allowed a better stratification 

of subjects according to UV sensitivity than Fitzpatrick phototypes, despite the unsupervised 

nature of the analysis. 

In order to characterize the biology driving these molecular phototypes (MPs), 

pathway-based machine learning classifiers were used to assess the predictivity of various 

biological processes for UV irradiation status in the different groupings. Despite a large number of 

pathways showing similar predictivity patterns across the three groups, the analysis revealed a 

number of biological processes with divergent responses between the molecular phototypes. 

These included stronger signals detected for inflammatory and immune signaling in the less UV 

tolerant phototype MP 1 and to lesser extent MP 2, with a focus on cytokine signaling and a 

particularly defined inflammasome response in MP 1. MP 2 on the other hand showed a stronger 

regulation response in apoptotic and autophagy processes than both MP 1 and MP 3, potentially 

connected to p53-related signaling, which was also markedly more defined in this group.  

Both higher MED groupings MP 2 and MP 3 meanwhile presented stronger signals related to 

pigment metabolic processes. MP 3, the group containing the most UV tolerant subjects in the 

cohort, showed particularly pronounced signals related to DNA damage checkpoint and synthesis 

pathways, whereas inflammatory and immune response showed lower predictivities in this 

phototype in comparison. These findings were suggestive of a more sensitive DNA damage 

detection machinery in subjects with higher innate UV tolerance, which could in turn provide a 

quicker and more effective DNA damage repair. To test this hypothesis, the extent of 

photodamage in the form of cyclobutane pyrimidine dimers (CPDs), the most common type of 

UV-induced DNA damage87,88,112, was profiled in a random subset of subjects using material left 

from the original sampling. Intriguingly, the analysis of CPD levels showed significantly lower 

extent of DNA damage in subjects from MP 3, in line with the molecular pathway data and  

the hypothesis of a pigmentation-independent UV protection mechanism in subjects with 

exceptionally high UV tolerance.  

This presents an interesting subject for further research, as it may be related to the highly 

divergent carcinogenesis rates observed across different ethnicities, which are not fully explained 

using skin pigmentation alone45,102–105.
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Discussion 

In this thesis, several aspects of intrinsic and extrinsic aging in the human skin were examined in 

high-dimensional biological data using computational approaches. 

The first paper delivers evidence that aging in the skin should not be regarded as a strictly 

linear process, but instead involves a variety of non-linear changes on the molecular biological 

level, that allow the classification of subjects into several aging phases. The analysis shows the 

value of utilizing ‘multi-omics’ data and methodologies to explore biological aging, an approach 

that has not been widely adapted yet within the field, likely related to cost and effort of performing 

such studies as well as the increased computational efforts required to unlock its potential.  

In terms of skin aging in particular, no similar publications on the topic are available as of the 

writing of this thesis. As aging represents a highly complex phenomenon spanning many if not all 

levels of biological regulation, holistic ‘multi-omics’ approaches present a very promising tool to 

furthering our understanding of the mechanisms involved. New efforts such as the Aging Atlas113 

are now starting the process of collecting, curating and combining published data from various 

different biological levels, to provide easy access to the results from different ‘omics’ and 

‘multi-omics’ studies exploring aging for biologists, to accelerate research going forward. 

Two findings from the study exemplify the utility of multi-omics data in recovering subtle latent 

information from high-dimensional data and increasing the stability of inferred conclusions:  

The Hallmarks of Aging have widely been used as a theoretical framework aiming to not only 

classify and categorize the various age-related changes observed in aging cells, tissues and 

organisms, but also explain the order of their emergence along the aging progression. In paper 1, 

the detection of these conceptual cornerstones of aging and their emergence in vivo in the human 

skin were facilitated using the identified multi-omics aging phases as anchors for a pathway 

predictivity analysis, which revealed divergent predictivity patterns for the postulated primary, 

antagonistic and integrative Hallmarks, which were found in direct correlation with the identified 

phases, and strikingly close to the groupings proposed in the original publication33.  

The data-driven reconstruction confirmed for the first time the general order that was hypothesized 

by the authors, however it also pointed to a potential misclassification of the loss of proteostasis 

as a primary Hallmark. Based on the collected data a classification among the emergent 

integrative Hallmarks, appearing at a later stage of the aging progression would seem advisable. 

A growing body of evidence linking the proteostasis systems with inflammatory processes in the 

literature paints a picture of a complex and bidirectional relationship between these processes 

already, such as the modulation of proteasome and autophagy function by TNFa signaling114–119 

or the activation of NFkB and TNFa synthesis by the unfolded protein response under ER 
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stress120–122. The multi-omics data and literature available would make a joint emergence of these 

Hallmarks during aging thus seem plausible indeed.  

Secondly, the analysis of the identified aging phases also revealed a particularly interesting 

phase transition coinciding with the average chronological age commonly associated with 

menopause in women in industrialized Western countries62–65. Remarkably, a distinct non-linear 

change in the pathway states of a substantial number of processes could be pinpointed to this 

phase transition. This observation is of particular interest, as the entry into menopause has 

previously been associated with a significant epigenetic age acceleration123. On a phenotypic 

level, evidence also points to an increase in age-related changes at or around the menopause, 

such as an accelerated thinning, decreases in collagen content, loss in skin elasticity as well as 

increased wrinkling and dryness124. The identified non-linear molecular biological changes 

detected in the phase transition through the multi-omics analysis could provide a starting point to 

explain these signs of age acceleration. 

Interestingly, the observed alterations were detectable across a large fraction of the analyzed 

pathways, very much resembling a global phenomenon captured in the multi-omics data. Among 

the pathways affected by the transition were both DNA damage sensing and repair pathways 

including p53-signaling, processes with crucial function in the skin in particular, as they serve as 

safeguards against solar irradiation-induced carcinogenesis, as was shown by analyses carried 

out in paper 3, where p53-signaling and DNA repair pathways were found associated with UV 

resilience after repeated irradiation. p53 serves multiple roles in the regulation of cell cycle, 

programmed cell death and genomic stability, and is widely regarded as one of the most important 

tumor suppressor genes in the human genome125–129. As such, it also directly governs DNA 

damage response and repair processes in the skin following exposure to damaging extrinsic 

influences such as solar UV irradiation and is essential for preventing genome mutations 

particularly in the relatively frequently and heavily exposed epidermal keratinocytes127. This links 

p53 directly to the accumulation of mutations in consequence of chronic sun exposure and the 

development of skin cancer, the risk of which notably also happens to increase substantially 

around the sixth decade of life, in temporal overlap with the observed phase shift from phase 3 to 

phase 4. The hypothesis that p53-signaling might be connected to the increased rate of cancer 

incidents in old age has been proposed before, as data from model animals had shown a similar 

correlation between diminished p53 activity and increased tumorigenesis in aged animals130–132, 

and with animals in which the onset of diminishing activity was delayed interestingly exhibiting an 

increased life-span132. As such, these findings from ex vivo human skin could offer valuable insight 

on important regulatory processes occurring at the nexus between aging and carcinogenesis in 
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human tissue that might well be worth following up on in future studies. Finally, the detected aging 

phases could also open up potential avenues towards personalized anti-aging intervention 

strategies. Such strategies could be tailored at ameliorating and slowing the age-associated 

changes characteristic for specific aging phases, akin to the use of molecular subtyping to inform 

therapy decisions and improve efficacy and treatment responses in personalized medicine. 

The identified non-linear alterations in various age-related pathways were importantly also 

factoring into the second project, the design of an interpretable age clock. A number of design 

decisions were to be made for the construction of the neural age clock. One among them was the 

depth of layers, which has direct implications on whether or not the network is capable of modeling 

complex non-linear associations between its in- and outputs, with deeper networks consisting of 

two or more hidden layers and non-linear activation functions able to approximate arbitrarily 

complex functions. While earlier age clocks were often built using linear models15–18,21,22, the 

findings from paper 1 suggested that more complex models might be useful to accurately capture 

the non-linear alterations in genes and pathways in transcriptomic data. This guided the decision 

to opt for a deeper architecture that could take advantage of the non-linear and discontinuous 

regulation patterns observed along the age gradient. 

The newly designed neural age clock with its pathway-centric design offers a defining 

advantage compared to earlier generation clocks, and that is the added interpretability of the 

model, greatly expanding the utility of the tool. The analysis of intermediate neuron activation 

patterns revealed wide-spread alterations of the pathway-landscape with increasing age, with no 

single pathway greatly dominating the ranking. This is very much in line with observations from 

paper 1, where the pathway predictivity analysis of the aging phases revealed a similarly broad 

impact of increasing biological age on various cellular processes. Both of these findings concur 

with most current hypotheses on aging, that in general consensus attribute the progression to a 

plethora of individual detrimental alterations driving the overall process, and that predict no single 

master switch for aging. 

Nonetheless however, the pathway analyses showed subtle differences in the ranking of 

different processes. Interestingly, while very different analytical approaches were chosen to 

assess the impact of aging on the skin in the two aforementioned publications and different data 

sets were used, some significant overlap in the top most strongly age-associated biological 

pathways was observed across the studies: 

Most strikingly, these concerned the ranking of p53- and TNFa-NFkB-signaling as the overall 

most predictive processes for both aging phase identity and the most highly ranked pathways in 

the neural age clock. Both processes have individually been described in the context of aging 
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before. p53 has been hypothesized to be an important regulatory factor in aging, based on its 

crucial role in DNA damage repair processes as well as its involvement in the oxidative stress 

response133, which simulations in paper 2 in turn identified as the major driver of photoaging, in 

line with general literary consensus134. Similarly, TNFa-NFkB-signaling has been implicated in 

aging as well, prominently as one of the pathways driving inflammaging, the chronic low-grade 

pro-inflammatory state observed in aging tissues135–137.  

Interestingly, a cooperation of NFkB and p53 is also well-described as a component in one 

particular Hallmark of Aging – cellular senescence. p53 is activated in response to numerous 

external stressors and is capable of stopping cellular proliferation, activating DNA repair 

machineries and driving cells into either senescence or apoptosis – depending on type, intensity 

and persistence of the endured stress71–73,125,127. Activation of p53 has been shown to orchestrate 

the induction of senescence together with the p16INK4a pathway, inducing permanent growth arrest 

after sustained stress, such as DNA damage following irradiation or exposure to oncogenic 

stimuli138–140. Notably, components of p16INK4a signaling, including p16 (CDKN2A) itself, were also 

found among the most important features for the prediction of transcriptomic age of the skin, as 

identified by the neural age clock in paper 2. 

p53 was also found among the processes shifted towards a rejuvenated state in the 

simulation experiments performed in paper 2 using gene signatures of caloric restriction, the most 

well-documented and reliable approach to increase life-span across numerous model 

organisms11,14,83,84,141. This observed shift might be connected to the process of cellular 

senescence here as well, as caloric restriction has been shown to reliably protect from an 

accumulation of senescent cells142–144. This effect is hypothesized to be facilitated through 

decreases in oxidative stress levels11,13, which would again be very much in line with the other 

pathways found modulated by caloric restriction in the simulation experiments, which also strongly 

pointed to an involvement of oxidative stress relief as the main mechanism driving the effect of 

caloric restriction, which is supported by findings from model animals11,13,14,84,141,144–147. 

Like p53, TNFa and the downstream NFkB-signaling pathway have been shown to be deeply 

involved with cellular senescence. Activation of NFkB-signaling by the pro-inflammatory cytokine 

TFNa promotes senescence across different cell types by numerous accounts139,148–150, whereas 

inhibition of NFkB-signaling could be shown to have inverse effects and delay the onset of 

senescence as well as other age-related pathologies, at least in model animals151. 

As such, both TNFa-NFkB and p53 not only serve as markers for senescence but play 

important roles in the establishment of the phenomenon. Crosstalk between the two pathways has 

been observed in the establishment of cellular senescence before138–140, as well as in other 
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processes, such as the regulation of pro-inflammatory gene programs152 or p53-mediated 

programmed cell death138. While p53, together p16INK4a and further cyclin-dependent kinase 

inhibitors, are mainly implicated in the early stages of senescence, such as the first initiation of 

cell cycle arrest and transition to a persistent senescence-like state, TNFa- and NFkB-signaling 

have been identified as a major regulator for an important later stage of senescence, namely the 

development of the senescence-associated secretory phenotype (SASP)139. This phenotype, 

which describes fully senescent, growth-arrested cells secreting a complex mixture of 

proinflammatory cytokines, growth factors and proteases, is the main culprit of senescence in 

aging tissue, as it negatively impacts the surrounding microenvironment and drives tissue 

dysfunction by altering intercellular communication. Effects range from the disruption of local stem 

cell niches to alterations in tissue organization through secreted proteases and promotion of a 

chronic pro-inflammatory milieu, all of which interferes with normal tissue function35,38. NFkB has 

been shown to be one of the master regulators of SASP induction139, cooperating with p53 in 

promotion of these detrimental effects of senescence observed in aging tissues. The joint 

occurrence of the two pathways across the studies and analyses performed thus appears far from 

coincidental, but instead points to a strong involvement of cellular senescence in the biological 

aging of the skin. 

Another common theme across the studies and analyses conducted and findings made, 

concerns the strong impact solar irradiation as a driver of accelerated aging of the skin. In paper 1, 

analyses of meta data showed a significant impact of sun bathing on biological aging phase status, 

and simulation experiments performed using the neural age clock in paper 2 similarly showed a 

strong impact on transcriptomic age by a gene signature of chronic sun exposure. These findings 

are unsurprising considering the wealth of studies showing how sun exposure can accelerate the 

aging of the skin phenotypically, resulting in increased wrinkling, loss of elasticity, 

dyspigmentations and an overall aged, leathery appearance44.  

Photoaging by chronic sun exposure is widely hypothesized to mediate its effects through 

oxidative stress from UV-induced formation of reactive oxygen species134, which was supported 

by the simulation experiments using the neural age clock in paper 2. UV irradiation is also known 

to directly and indirectly cause damage to the DNA in this manner, which as discussed marks one 

of the strongest triggers driving cells into a state of senescence. 

Given the exposed nature of the skin and these well-established links between chronic sun 

exposure, oxidative stress, DNA damage and senescence, a strong accumulation of senescent 

cells in the aging skin presents a plausible consequence of chronic sun exposure. Indeed, the 

tissue dysfunction seen in photoaged skin is believed to be at least partly mediated by UV-induced 
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senescent cells38, and this hypothesis is also supported by experimental findings showing 

accumulations of senescent cells in sun exposed skin153,154 and the upregulation of typical 

senescence markers such as p16INK4a following irradiation155,156. Interestingly in this context, the 

analyses exploring the biological responses to repetitive UV irradiation in subjects with varying 

innate UV resilience in paper 3 identified divergent responses related to p53-signaling and DNA 

damage recognition pathways between the groupings, which might be directly connected to 

UV-resilience and the lower rates of skin cancer observed in more UV-tolerant individuals, which 

are not explained by differences in melanin alone45,102–105. A deeper mechanistic understanding of 

the identified differences might potentially be exploited to develop novel approaches reducing the 

risk of carcinogenesis by reproducing the apparent protective biological conditions in normally 

cancer-prone skin by targeted intervention strategies.  

As these particular pathways are intricately linked to aging and the emergence of 

senescence as well, the findings would also invite explorations of the identified differences 

concerning UV-tolerance in relation to biological aging rates as well, particularly in chronically sun 

exposed skin, which shares several features with aged skin even beyond the already mentioned 

phenotypical similarities, including delayed wound healing157,158 and importantly an increased 

susceptibility to cancer45,159. Recent findings from model animal experiments, which showed how 

increased DNA damage in the form of double-strand breaks alone is capable of driving an aging 

phenotype through gradual erosion of the epigenetic landscape and subsequent loss of epigenetic 

information, further solidify this link160. 

Overall then, the many overlaps among genes, pathways and biological processes identified 

across the studies and discussed in this work illustrate how crucially aging, extrinsic effectors such 

as solar irradiation and severe diseases such as skin cancer are connected, underlining the 

aforementioned importance of understanding biological aging on a molecular level to derive 

intervention strategies capable of successfully slowing the onset of age-related disease and 

extending human health span in the future. 

 
 
 
 
 
 
 
 
 
 
 
 



  References 

 
26 

 

References 

1.  World Health Organization (WHO). Preventing Chronic Diseases: A Vital Investment. (2005). 

2.  Christensen, K., Doblhammer, G., Rau, R. & Vaupel, J. W. Ageing populations: the 

challenges ahead. The Lancet 374, 1196–1208 (2009). 

3.  Fontana, L., Kennedy, B. K., Longo, V. D., Seals, D. & Melov, S. Medical research: Treat 

ageing. Nature 511, 405–407 (2014). 

4.  Chang, A. Y., Skirbekk, V. F., Tyrovolas, S., Kassebaum, N. J. & Dieleman, J. L. Measuring 

population ageing: an analysis of the Global Burden of Disease Study 2017. The Lancet 

Public Health 4, e159–e167 (2019). 

5.  Atella, V. et al. Trends in age-related disease burden and healthcare utilization. Aging Cell 

18, e12861 (2019). 

6.  Harman, D. Aging: A Theory Based on Free Radical and Radiation Chemistry. Journal of 

Gerontology 11, 298–300 (1956). 

7.  Kirkwood, T. B. L. Evolution of ageing. Nature 270, 301–304 (1977). 

8.  Kirkwood, T. B. L. & Austad, S. N. Why do we age? Nature 408, 233–238 (2000). 

9.  Karnaukhov, A. V. & Karnaukhova, E. V. Informational hypothesis of aging: How does the 

germ line “avoid” aging? BIOPHYSICS 54, 531 (2009). 

10. Gladyshev, V. N. Aging: progressive decline in fitness due to the rising deleteriome adjusted 

by genetic, environmental, and stochastic processes. Aging Cell 15, 594–602 (2016). 

11. Sohal, R. S. & Weindruch, R. Oxidative Stress, Caloric Restriction, and Aging. Science 273, 

59–63 (1996). 

12. Krutmann, J., Bouloc, A., Sore, G., Bernard, B. A. & Passeron, T. The skin aging exposome. 

Journal of Dermatological Science 85, 152–161 (2017). 

13. Redman, L. M. et al. Metabolic Slowing and Reduced Oxidative Damage with Sustained 

Caloric Restriction Support the Rate of Living and Oxidative Damage Theories of Aging. Cell 

Metabolism 27, 805-815.e4 (2018). 

14. Colman, R. J. et al. Caloric restriction delays disease onset and mortality in rhesus monkeys. 

Science 325, 201–204 (2009). 

15. Bocklandt, S. et al. Epigenetic predictor of age. PLoS ONE 6, e14821 (2011). 

16. Koch, C. M. & Wagner, W. Epigenetic-aging-signature to determine age in different tissues. 

Aging (Albany NY) 3, 1018–1027 (2011). 

17. Hannum, G. et al. Genome-wide Methylation Profiles Reveal Quantitative Views of Human 

Aging Rates. Molecular Cell 49, 359–367 (2013). 



  References 

 
27 

 

18. Horvath, S. DNA methylation age of human tissues and cell types. Genome Biology 14, 

R115 (2013). 

19. Marioni, R. E. et al. DNA methylation age of blood predicts all-cause mortality in later life. 

Genome Biology 16, 25 (2015). 

20. Hertel, J. et al. Measuring Biological Age via Metabonomics: The Metabolic Age Score. J. 

Proteome Res. 15, 400–410 (2016). 

21. Rist, M. J. et al. Metabolite patterns predicting sex and age in participants of the Karlsruhe 

Metabolomics and Nutrition (KarMeN) study. PLoS ONE 12, e0183228 (2017). 

22. Peters, M. J. et al. The transcriptional landscape of age in human peripheral blood. Nat 

Commun 6, 1–14 (2015). 

23. Mamoshina, P. et al. Machine Learning on Human Muscle Transcriptomic Data for 

Biomarker Discovery and Tissue-Specific Drug Target Identification. Front Genet 9, 242 

(2018). 

24. Fleischer, J. G. et al. Predicting age from the transcriptome of human dermal fibroblasts. 

Genome Biology 19, 221 (2018). 

25. Chen, B. H. et al. DNA methylation-based measures of biological age: meta-analysis 

predicting time to death. Aging 8, 1844–1865 (2016). 

26. Quach, A. et al. Epigenetic clock analysis of diet, exercise, education, and lifestyle factors. 

Aging 9, 419–446 (2017). 

27. Levine, M. E. et al. An epigenetic biomarker of aging for lifespan and healthspan. Aging 10, 

573–591 (2018). 

28. Horvath, S. & Raj, K. DNA methylation-based biomarkers and the epigenetic clock theory of 

ageing. Nat Rev Genet 19, 371–384 (2018). 

29. Lu, A. T. et al. DNA methylation GrimAge strongly predicts lifespan and healthspan. Aging 

(Albany NY) 11, 303–327 (2019). 

30. Tricoire, H. & Rera, M. A New, Discontinuous 2 Phases of Aging Model: Lessons from 

Drosophila melanogaster. PLOS ONE 10, e0141920 (2015). 

31. Rana, A. et al. Promoting Drp1-mediated mitochondrial fission in midlife prolongs healthy 

lifespan of Drosophila melanogaster. Nature Communications 8, 448 (2017). 

32. Timmons, J. A. et al. Longevity‐related molecular pathways are subject to midlife “switch” in 

humans. Aging Cell 18, (2019). 

33. López-Otín, C., Blasco, M. A., Partridge, L., Serrano, M. & Kroemer, G. The Hallmarks of 

Aging. Cell 153, 1194–1217 (2013). 



  References 

 
28 

 

34. Coppé, J.-P., Desprez, P.-Y., Krtolica, A. & Campisi, J. The Senescence-Associated 

Secretory Phenotype: The Dark Side of Tumor Suppression. Annu Rev Pathol 5, 99–118 

(2010). 

35. van Deursen, J. M. The role of senescent cells in ageing. Nature 509, 439–446 (2014). 

36. Cavinato, M. & Jansen-Dürr, P. Molecular mechanisms of UVB-induced senescence of 

dermal fibroblasts and its relevance for photoaging of the human skin. Experimental 

Gerontology 94, 78–82 (2017). 

37. Wang, A. S. & Dreesen, O. Biomarkers of Cellular Senescence and Skin Aging. Frontiers in 

Genetics 9, 247 (2018). 

38. Fitsiou, E., Pulido, T., Campisi, J., Alimirah, F. & Demaria, M. Cellular Senescence and the 

Senescence-Associated Secretory Phenotype as Drivers of Skin Photoaging. Journal of 

Investigative Dermatology 141, 1119–1126 (2021). 

39. Bartek, J., Hodny, Z. & Lukas, J. Cytokine loops driving senescence. Nat Cell Biol 10, 887–

889 (2008). 

40. Malavolta, M. et al. Inducers of Senescence, Toxic Compounds, and Senolytics: The Multiple 

Faces of Nrf2-Activating Phytochemicals in Cancer Adjuvant Therapy. Mediators of 

Inflammation vol. 2018 e4159013 https://www.hindawi.com/journals/mi/2018/4159013/ 

(2018). 

41. Ho, C. Y. & Dreesen, O. Faces of cellular senescence in skin aging. Mechanisms of Ageing 

and Development 198, 111525 (2021). 

42. Scharffetter-Kochanek, K. et al. UV-induced reactive oxygen species in photocarcinogenesis 

and photoaging. Biol. Chem. 378, 1247–1257 (1997). 

43. Rinnerthaler, M., Bischof, J., Streubel, M. K., Trost, A. & Richter, K. Oxidative Stress in 

Aging Human Skin. Biomolecules 5, 545–589 (2015). 

44. Scharffetter-Kochanek, K. et al. Photoaging of the skin from phenotype to mechanisms. Exp. 

Gerontol. 35, 307–316 (2000). 

45. Armstrong, B. K. & Kricker, A. The epidemiology of UV induced skin cancer. Journal of 

photochemistry and photobiology. B, Biology 63, 8–18 (2001). 

46. Röwert-Huber, J. et al. Actinic keratosis is an early in situ squamous cell carcinoma: a 

proposal for reclassification. Br. J. Dermatol. 156 Suppl 3, 8–12 (2007). 

47. Singh, A. et al. Ultraviolet radiation-induced tumor necrosis factor alpha, which is linked to 

the development of cutaneous SCC, modulates differential epidermal microRNAs expression. 

Oncotarget 7, 17945–17956 (2016). 



  References 

 
29 

 

48. Aunan, J. R., Cho, W. C. & Søreide, K. The Biology of Aging and Cancer: A Brief Overview 

of Shared and Divergent Molecular Hallmarks. Aging Dis 8, 628–642 (2017). 

49. Meng, C., Kuster, B., Culhane, A. C. & Gholami, A. M. A multivariate approach to the 

integration of multi-omics datasets. BMC bioinformatics 15, 162 (2014). 

50. Wang, B. et al. Similarity network fusion for aggregating data types on a genomic scale. 

Nature Methods 11, 333–337 (2014). 

51. Hasin, Y., Seldin, M. & Lusis, A. Multi-omics approaches to disease. Genome Biology 18, 83 

(2017). 

52. Huang, S., Chaudhary, K. & Garmire, L. X. More Is Better: Recent Progress in Multi-Omics 

Data Integration Methods. Frontiers in Genetics 8, 84 (2017). 

53. Francescatto, M. et al. Multi-omics integration for neuroblastoma clinical endpoint prediction. 

Biology Direct 13, 5 (2018). 

54. Argelaguet, R. et al. Multi‐Omics Factor Analysis—a framework for unsupervised integration 

of multi‐omics data sets. Molecular Systems Biology 14, e8124 (2018). 

55. Bersanelli, M. et al. Methods for the integration of multi-omics data: mathematical aspects. 

BMC bioinformatics 17 Suppl 2, 15 (2016). 

56. Breiman, L. Random Forests. Machine Learning 45, 5–32 (2001). 

57. Cortes, C. & Vapnik, V. Support-vector networks. Mach Learn 20, 273–297 (1995). 

58. McCulloch, W. S. & Pitts, W. A logical calculus of the ideas immanent in nervous activity. 

Bulletin of Mathematical Biophysics 5, 115–133 (1943). 

59. Rosenblatt, F. The perceptron: A probabilistic model for information storage and organization 

in the brain. Psychological Review 65, 386–408 (1958). 

60. Hebb, D. O. The Organization of Behavior: A Neuropsychological Theory. (Psychology 

Press, 2005). 

61. Schmidhuber, J. Deep learning in neural networks: An overview. Neural Networks 61, 85–

117 (2015). 

62. Stanford, J. L., Hartge, P., Brinton, L. A., Hoover, R. N. & Brookmeyer, R. Factors influencing 

the age at natural menopause. Journal of Chronic Diseases 40, 995–1002 (1987). 

63. McKinlay, S. M., Brambilla, D. J. & Posner, J. G. The normal menopause transition. 

Maturitas 14, 103–15 (1992). 

64. Ossewaarde, M. E. et al. Age at Menopause, Cause-Specific Mortality and Total Life 

Expectancy. Epidemiology 16, 556–562 (2005). 

65. Gold, E. B. The Timing of the Age at Which Natural Menopause Occurs. Obstetrics and 

Gynecology Clinics of North America 38, 425 (2011). 



  References 

 
30 

 

66. Martinez-Jimenez, C. P. et al. Aging increases cell-to-cell transcriptional variability upon 

immune stimulation. Science 355, 1433–1436 (2017). 

67. Enge, M. et al. Single-Cell Analysis of Human Pancreas Reveals Transcriptional Signatures 

of Aging and Somatic Mutation Patterns. Cell 171, 321-330.e14 (2017). 

68. Angelidis, I. et al. An atlas of the aging lung mapped by single cell transcriptomics and deep 

tissue proteomics. Nat Commun 10, 963 (2019). 

69. Sherr, C. J. The INK4a/ARF network in tumour suppression. Nat Rev Mol Cell Biol 2, 731–

737 (2001). 

70. Baker, D. J., Jin, F. & van Deursen, J. M. The yin and yang of the Cdkn2a locus in 

senescence and aging. Cell Cycle 7, 2795–2802 (2008). 

71. Rufini, A., Tucci, P., Celardo, I. & Melino, G. Senescence and aging: the critical roles of p53. 

Oncogene 32, 5129–5143 (2013). 

72. Qian, Y. & Chen, X. Senescence Regulation by the p53 Protein Family. Methods Mol Biol 

965, 37–61 (2013). 

73. Mijit, M., Caracciolo, V., Melillo, A., Amicarelli, F. & Giordano, A. Role of p53 in the 

Regulation of Cellular Senescence. Biomolecules 10, 420 (2020). 

74. Azazmeh, N. et al. Chronic expression of p16 INK4a in the epidermis induces Wnt-mediated 

hyperplasia and promotes tumor initiation. Nature Communications 11, 2711 (2020). 

75. Völzke, H. et al. Cohort profile: the study of health in Pomerania. Int J Epidemiol 40, 294–

307 (2011). 

76. Bormann, F. et al. Reduced DNA methylation patterning and transcriptional connectivity 

define human skin aging. Aging cell 15, 563–71 (2016). 

77. Holzscheck, N. et al. Multi-omics network analysis reveals distinct stages in the human aging 

progression in epidermal tissue. Aging (Albany NY) 12, (2020). 

78. Khan, S. S. et al. A null mutation in SERPINE1 protects against biological aging in humans. 

Science Advances 3, eaao1617 (2017). 

79. Jiang, C. et al. Serpine 1 induces alveolar type II cell senescence through activating p53-

p21-Rb pathway in fibrotic lung disease. Aging Cell 16, 1114–1124 (2017). 

80. Baege, A. C., Disbrow, G. L. & Schlegel, R. IGFBP-3, a Marker of Cellular Senescence, Is 

Overexpressed in Human Papillomavirus-Immortalized Cervical Cells and Enhances IGF-1-

Induced Mitogenesis. J Virol 78, 5720–5727 (2004). 

81. Hong, S. & Kim, M.-M. IGFBP-3 plays an important role in senescence as an aging marker. 

Environ Toxicol Pharmacol 59, 138–145 (2018). 



  References 

 
31 

 

82. Guccini, I. et al. Senescence Reprogramming by TIMP1 Deficiency Promotes Prostate 

Cancer Metastasis. Cancer Cell 39, 68-82.e9 (2021). 

83. Weindruch, R. & Walford, R. L. Dietary restriction in mice beginning at 1 year of age: effect 

on life-span and spontaneous cancer incidence. Science 215, 1415–1418 (1982). 

84. Mattison, J. A. et al. Impact of caloric restriction on health and survival in rhesus monkeys: 

the NIA study. Nature 489, (2012). 

85. Wondrak, G. T., Jacobson, M. K. & Jacobson, E. L. Endogenous UVA-photosensitizers: 

mediators of skin photodamage and novel targets for skin photoprotection. Photochem. 

Photobiol. Sci. 5, 215–237 (2006). 

86. Glogau, R. G. The risk of progression to invasive disease. J. Am. Acad. Dermatol. 42, 23–24 

(2000). 

87. Protić-Sabljić, M. et al. UV light-induced cyclobutane pyrimidine dimers are mutagenic in 

mammalian cells. Molecular and cellular biology 6, 3349–56 (1986). 

88. Drouin, R. & Therrien, J.-P. UVB-induced Cyclobutane Pyrimidine Dimer Frequency 

Correlates with Skin Cancer Mutational Hotspots in p53. Photochemistry and Photobiology 

66, 719–726 (1997). 

89. Hill, H. Z. & Hill, G. J. UVA, pheomelanin and the carcinogenesis of melanoma. Pigment Cell 

Res. 13 Suppl 8, 140–144 (2000). 

90. D’Orazio, J., Jarrett, S., Amaro-Ortiz, A. & Scott, T. UV radiation and the skin. International 

journal of molecular sciences 14, 12222–48 (2013). 

91. Brash, D. E. UV signature mutations. Photochemistry and photobiology 91, 15–26 (2015). 

92. Grönniger, E. et al. Aging and Chronic Sun Exposure Cause Distinct Epigenetic Changes in 

Human Skin. 6, e1000971 (2010). 

93. Easwaran, H., Tsai, H.-C. & Baylin, S. B. B. Cancer epigenetics: tumor heterogeneity, 

plasticity of stem-like states, and drug resistance. 54, (2014). 

94. Greenberg, E. S., Chong, K. K., Huynh, K. T., Tanaka, R. & Hoon, D. S. B. Epigenetic 

biomarkers in skin cancer. Cancer letters 342, 170–7 (2014). 

95. Vandiver, A. R. et al. Age and sun exposure-related widespread genomic blocks of 

hypomethylation in nonmalignant skin. Genome biology 16, 80 (2015). 

96. Rodríguez-Paredes, M. et al. Methylation profiling identifies two subclasses of squamous cell 

carcinoma related to distinct cells of origin. Nature Communications 9, 577 (2018). 

97. Kennedy, C. et al. The influence of painful sunburns and lifetime sun exposure on the risk of 

actinic keratoses, seborrheic warts, melanocytic nevi, atypical nevi, and skin cancer. J Invest 

Dermatol 120, 1087–1093 (2003). 



  References 

 
32 

 

98. Gandini, S. et al. Meta-analysis of risk factors for cutaneous melanoma: II. Sun exposure. 

Eur J Cancer 41, 45–60 (2005). 

99. Dennis, L. K. et al. Sunburns and risk of cutaneous melanoma, does age matter: a 

comprehensive meta-analysis. Ann Epidemiol 18, 614–627 (2008). 

100. Wu, S., Han, J., Laden, F. & Qureshi, A. A. Long-term Ultraviolet Flux, Other Potential Risk 

Factors, and Skin Cancer Risk: A Cohort Study. Cancer Epidemiology Biomarkers & 

Prevention 23, 1080–1089 (2014). 

101. Wu, S. et al. History of Severe Sunburn and Risk of Skin Cancer Among Women and Men 

in 2 Prospective Cohort Studies. American Journal of Epidemiology 183, 824–833 (2016). 

102. Kaidbey, K. H., Agin, P. P., Sayre, R. M. & Kligman, A. M. Photoprotection by melanin—a 

comparison of black and Caucasian skin. Journal of the American Academy of Dermatology 

1, 249–260 (1979). 

103. Halder, R. M. & Bang, K. M. Skin cancer in blacks in the United States. Dermatologic clinics 

6, 397–405 (1988). 

104. Cress, R. D. & Holly, E. A. Incidence of cutaneous melanoma among non-Hispanic whites, 

Hispanics, Asians, and blacks: an analysis of california cancer registry data, 1988-93. Cancer 

causes & control : CCC 8, 246–52 (1997). 

105. National Cancer Institute (NCI). SEER Cancer Statistics Review (CSR) 1975-2014. 

https://seer.cancer.gov/archive/csr/1975_2014/ (2018). 

106. Fitzpatrick, T. B. Soleil et peau. Journal de Médecine Esthétique 33–34 (1975). 

107. Rampen, F. H. J., Fleuren, B. A. M., de Boo, T. M. & Lemmens, W. A. J. G. Unreliability of 

Self-reported Burning Tendency and Tanning Ability. Archives of Dermatology 124, 885 

(1988). 

108. Ravnbak, M. H. Objective determination of Fitzpatrick skin type. Danish medical bulletin 57, 

B4153 (2010). 

109. Wulf, H. C., Philipsen, P. A. & Ravnbak, M. H. Minimal erythema dose and minimal 

melanogenesis dose relate better to objectively measured skin type than to Fitzpatricks skin 

type. Photodermatology, Photoimmunology & Photomedicine 26, 280–284 (2010). 

110. Harrison, G. I., Young, A. R. & McMahon, S. B. Ultraviolet radiation-induced inflammation 

as a model for cutaneous hyperalgesia. The Journal of investigative dermatology 122, 183–9 

(2004). 

111. International Organization for Standardization. DIN EN ISO 24444 – In vivo determination 

of the sun protection factor (SPF). (2010). 



  References 

 
33 

 

112. Pfeifer, G. P. & Besaratinia, A. UV wavelength-dependent DNA damage and human non-

melanoma and melanoma skin cancer. Photochemical & photobiological sciences : Official 

journal of the European Photochemistry Association and the European Society for 

Photobiology 11, 90–7 (2012). 

113. Aging Atlas: a multi-omics database for aging biology. Nucleic Acids Res 49, D825–D830 

(2020). 

114. Xue, X. et al. Tumor Necrosis Factor α (TNFα) Induces the Unfolded Protein Response 

(UPR) in a Reactive Oxygen Species (ROS)-dependent Fashion, and the UPR Counteracts 

ROS Accumulation by TNFα *. Journal of Biological Chemistry 280, 33917–33925 (2005). 

115. Hu, P., Han, Z., Couvillon, A. D., Kaufman, R. J. & Exton, J. H. Autocrine tumor necrosis 

factor alpha links endoplasmic reticulum stress to the membrane death receptor pathway 

through IRE1alpha-mediated NF-kappaB activation and down-regulation of TRAF2 

expression. Mol Cell Biol 26, 3071–3084 (2006). 

116. Salminen, A., Kaarniranta, K. & Kauppinen, A. Inflammaging: disturbed interplay between 

autophagy and inflammasomes. Aging 4, 166–175 (2012). 

117. Shim, S. M. et al. Role of S5b/PSMD5 in Proteasome Inhibition Caused by TNF-α/NFκB in 

Higher Eukaryotes. Cell Reports 2, 603–615 (2012). 

118. Zheng, L. et al. Role of autophagy in tumor necrosis factor-α-induced apoptosis of 

osteoblast cells. J Investig Med 65, 1014–1020 (2017). 

119. Tyciakova, S., Valova, V., Svitkova, B. & Matuskova, M. Overexpression of TNFα induces 

senescence, autophagy and mitochondrial dysfunctions in melanoma cells. BMC Cancer 21, 

507 (2021). 

120. Tam, A. B., Mercado, E. L., Hoffmann, A. & Niwa, M. ER Stress Activates NF-κB by 

Integrating Functions of Basal IKK Activity, IRE1 and PERK. PLoS One 7, e45078 (2012). 

121. Schmitz, M. L., Shaban, M. S., Albert, B. V., Gökçen, A. & Kracht, M. The Crosstalk of 

Endoplasmic Reticulum (ER) Stress Pathways with NF-κB: Complex Mechanisms Relevant 

for Cancer, Inflammation and Infection. Biomedicines 6, 58 (2018). 

122. Chipurupalli, S., Samavedam, U. & Robinson, N. Crosstalk Between ER Stress, Autophagy 

and Inflammation. Frontiers in Medicine 8, (2021). 

123. Levine, M. E. et al. Menopause accelerates biological aging. Proceedings of the National 

Academy of Sciences 113, 9327–9332 (2016). 

124. Thornton, M. J. Estrogens and aging skin. Dermato-Endocrinology 5, 264–270 (2013). 

125. Kuerbitz, S. J., Plunkett, B. S., Walsh, W. V. & Kastan, M. B. Wild-type p53 is a cell cycle 

checkpoint determinant following irradiation. Proc Natl Acad Sci U S A 89, 7491–7495 (1992). 



  References 

 
34 

 

126. Lane, D. P. p53, guardian of the genome. Nature 358, 15–16 (1992). 

127. Jiang, W., Ananthaswamy, H. N., Muller, H. K. & Kripke, M. L. p53 protects against skin 

cancer induction by UV-B radiation. Oncogene 18, 4247–4253 (1999). 

128. Soussi, T. The history of p53. EMBO Rep 11, 822–826 (2010). 

129. Toufektchan, E. & Toledo, F. The Guardian of the Genome Revisited: p53 Downregulates 

Genes Required for Telomere Maintenance, DNA Repair, and Centromere Structure. Cancers 

(Basel) 10, 135 (2018). 

130. Tyner, S. D. et al. p53 mutant mice that display early ageing-associated phenotypes. 

Nature 415, 45–53 (2002). 

131. Maier, B. et al. Modulation of mammalian life span by the short isoform of p53. Genes Dev 

18, 306–319 (2004). 

132. Feng, Z. et al. Declining p53 function in the aging process: A possible mechanism for the 

increased tumor incidence in older populations. PNAS 104, 16633–16638 (2007). 

133. Liu, D. & Xu, Y. p53, Oxidative Stress, and Aging. Antioxid Redox Signal 15, 1669–1678 

(2011). 

134. Miyachi, Y. Photoaging from an oxidative standpoint. Journal of Dermatological Science 9, 

79–86 (1995). 

135. Franceschi, C. et al. Inflamm-aging. An evolutionary perspective on immunosenescence. 

Annals of the New York Academy of Sciences 908, 244–54 (2000). 

136. De Martinis, M., Franceschi, C., Monti, D. & Ginaldi, L. Inflamm-ageing and lifelong 

antigenic load as major determinants of ageing rate and longevity. FEBS Lett 579, 2035–2039 

(2005). 

137. Zhuang, Y. & Lyga, J. Inflammaging in skin and other tissues - the roles of complement 

system and macrophage. Inflammation & allergy drug targets 13, 153–161 (2014). 

138. Ryan, K. M., Ernst, M. K., Rice, N. R. & Vousden, K. H. Role of NF-kappaB in p53-

mediated programmed cell death. Nature 404, 892–897 (2000). 

139. Chien, Y. et al. Control of the senescence-associated secretory phenotype by NF-κB 

promotes senescence and enhances chemosensitivity. Genes Dev 25, 2125–2136 (2011). 

140. Iannetti, A. et al. Regulation of p53 and Rb Links the Alternative NF-κB Pathway to EZH2 

Expression and Cell Senescence. PLOS Genetics 10, e1004642 (2014). 

141. Colman, R. J. et al. Caloric restriction reduces age-related and all-cause mortality in rhesus 

monkeys. Nat Commun 5, 3557 (2014). 

142. Wang, C. et al. Adult-onset, short-term dietary restriction reduces cell senescence in mice. 

Aging (Albany NY) 2, 555–566 (2010). 



  References 

 
35 

 

143. Fontana, L. et al. The effects of graded caloric restriction: XII. Comparison of mouse to 

human impact on cellular senescence in the colon. Aging Cell 17, e12746 (2018). 

144. Fontana, L., Nehme, J. & Demaria, M. Caloric restriction and cellular senescence. 

Mechanisms of Ageing and Development 176, 19–23 (2018). 

145. Youngman, L. D., Park, J. Y. & Ames, B. N. Protein oxidation associated with aging is 

reduced by dietary restriction of protein or calories. Proceedings of the National Academy of 

Sciences 89, 9112–9116 (1992). 

146. Sohal, R. S., Ku, H. H., Agarwal, S., Forster, M. J. & Lal, H. Oxidative damage, 

mitochondrial oxidant generation and antioxidant defenses during aging and in response to 

food restriction in the mouse. Mech Ageing Dev 74, 121–133 (1994). 

147. Walsh, M. E., Shi, Y. & Van Remmen, H. The effects of dietary restriction on oxidative 

stress in rodents. Free Radic Biol Med 66, 88–99 (2014). 

148. Rovillain, E. et al. Activation of Nuclear Factor-kappa B signalling promotes cellular 

senescence. Oncogene 30, 2356–2366 (2011). 

149. Vaughan, S. & Jat, P. S. Deciphering the role of Nuclear Factor-κB in cellular senescence. 

Aging (Albany NY) 3, 913–919 (2011). 

150. Kandhaya-Pillai, R. et al. TNFα-senescence initiates a STAT-dependent positive feedback 

loop, leading to a sustained interferon signature, DNA damage, and cytokine secretion. Aging 

(Albany NY) 9, 2411–2435 (2017). 

151. Tilstra, J. S. et al. NF-κB inhibition delays DNA damage-induced senescence and aging in 

mice. J Clin Invest 122, 2601–2612 (2012). 

152. Lowe, J. M. et al. p53 and NF-κB Co-regulate Pro-inflammatory Gene Responses in Human 

Macrophages. Cancer Res 74, 2182–2192 (2014). 

153. Waaijer, M. E. C. et al. P16INK4a Positive Cells in Human Skin Are Indicative of Local 

Elastic Fiber Morphology, Facial Wrinkling, and Perceived Age. J Gerontol A Biol Sci Med Sci 

71, 1022–1028 (2016). 

154. Wang, A. S., Ong, P. F., Chojnowski, A., Clavel, C. & Dreesen, O. Loss of lamin B1 is a 

biomarker to quantify cellular senescence in photoaged skin. Sci Rep 7, 15678 (2017). 

155. Pavey, S., Conroy, S., Russell, T. & Gabrielli, B. Ultraviolet radiation induces p16CDKN2A 

expression in human skin. Cancer Res 59, 4185–4189 (1999). 

156. Ahmed, N. U., Ueda, M. & Ichihashi, M. Induced expression of p16 and p21 proteins in 

UVB-irradiated human epidermis and cultured keratinocytes. J Dermatol Sci 19, 175–181 

(1999). 



  References 

 
36 

 

157. Davidson, S. F., Brantley, S. K. & Das, S. K. The effects of ultraviolet radiation on wound 

healing. Br J Plast Surg 44, 210–214 (1991). 

158. Gerstein, A. D., Phillips, T. J., Rogers, G. S. & Gilchrest, B. A. Wound healing and aging. 

Dermatol Clin 11, 749–757 (1993). 

159. White, M. C. et al. Age and Cancer Risk. Am J Prev Med 46, S7-15 (2014). 

160. Yang, J.-H. et al. Loss of epigenetic information as a cause of mammalian aging. Cell 186, 

305-326.e27 (2023). 

 

 

Publication abstracts and contributions 

Abstract paper 1:  

In recent years, reports of non-linear regulations in age- and longevity-associated biological 

processes have been accumulating. Inspired by methodological advances in precision medicine 

involving the integrative analysis of multi-omics data, we sought to investigate the potential of 

multi-omics integration to identify distinct stages in the aging progression from ex vivo human skin 

tissue. For this we generated transcriptome and methylome profiling data from suction blister 

lesions of female subjects between 21 and 76 years, which were integrated using a network fusion 

approach. Unsupervised cluster analysis on the combined network identified four distinct 

subgroupings exhibiting a significant age-association. As indicated by DNAm age analysis and 

Hallmark of Aging enrichment signals, the stages captured the biological aging state more clearly 

than a mere grouping by chronological age and could further be recovered in a longitudinal 

validation cohort with high stability. Characterization of the biological processes driving the phases 

using machine learning enabled a data-driven reconstruction of the order of Hallmark of Aging 

manifestation. Finally, we investigated non-linearities in the mid-life aging progression captured 

by the aging phases and identified a far-reaching non-linear increase in transcriptional noise in 

the pathway landscape in the transition from mid- to late-life. 

Contributions to the publication: Raw data processing, contribution to the design of the analysis 

approach, computational work including data analysis and interpretation, figure design and writing 

of the original manuscript. 

 

Abstract paper 2:  

The development of ‘age clocks’, machine learning models predicting age from biological data, 

has been a major milestone in the search for reliable markers of biological age and has since 

become an invaluable tool in aging research. However, beyond their unquestionable utility, current 
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generation clocks offer little insight into the molecular biological processes driving aging, and their 

inner workings often remain non-transparent. Here we propose a new type of age clock, one that 

couples predictivity with interpretability of the underlying biology, achieved through the 

incorporation of prior knowledge into the model design. The clock, an artificial neural network 

constructed according to well-described biological pathways, allows the prediction of age from 

gene expression data of skin tissue with high accuracy, while at the same time capturing and 

revealing aging states of the pathways driving the prediction. The model recapitulates known 

associations of aging gene knockdowns in simulation experiments and demonstrates its utility in 

deciphering the main pathways by which accelerated aging conditions such as Hutchinson Gilford 

progeria syndrome, as well as pro longevity interventions like caloric restriction, exert their effects. 

Contributions to the publication: Raw data processing, design and construction of the neural 

network, computational work including data analysis and interpretation, figure design and writing 

of the original manuscript. 

 

Abstract paper 3: 

The simultaneous analysis of different regulatory levels of biological phenomena by means of 

multi-omics data integration has proven an invaluable tool in modern precision medicine, yet many 

processes ultimately paving the way towards disease manifestation remain elusive and have not 

been studied in this regard. Here we investigated the early molecular events following repetitive 

UV irradiation of in vivo healthy human skin in depth on transcriptomic and epigenetic level. Our 

results provide first hints towards an immediate acquisition of epigenetic memories related to aging 

and cancer and demonstrate significantly correlated epigenetic and transcriptomic responses to 

irradiation stress. The data allowed the precise prediction of inter-individual UV sensitivity, and 

molecular subtyping on the integrated post-irradiation multi-omics data established the existence 

of three latent molecular phototypes. Importantly, further analysis suggested a form of melanin-

independent DNA damage protection in subjects with higher innate UV resilience. This work 

establishes a high-resolution molecular landscape of the acute epidermal UV response and 

demonstrates the potential of integrative analyses to untangle complex and heterogeneous 

biological responses. 

Contributions to the publication: Raw data processing, contribution to the design of the analysis 

approach, computational work including data analysis and interpretation, figure design and writing 

of the original manuscript.
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INTRODUCTION 
 

Biological age represents the main risk factor for most 

chronic human pathologies, which is why therapies 

slowing the aging progression and postponing the onset 

of age-driven disease manifestation have frequently 

been suggested as major interventions to improve 

human health span. Chronological age has long been 

utilized as a proxy for biological aging state, in recent 

years however, the heterogeneity of biological aging 

rates for individuals of the same chronological age has 

become increasingly apparent. The most prominent 

example for this decoupling has probably been 

delivered in the wake of the discovery of the  

 

“epigenetic clock” in both mouse and human tissues [1–

7], which revealed accelerated aging rates associated 

with various disease states and all-cause mortality [8–

11], and is measured by DNA methylation state.  

 

The notion of aging being a continuous process 

meanwhile remained. Lately though, this view has been 

questioned by reports on non-linearity and 

discontinuities in biological processes associated with 

aging and longevity. Early indications included the 

identification of two distinguishable phases in the aging 

progression of Drosophila melanogaster [12]. The 

transition to the second aging phase, marked by 

decreased motor activity and heightened inflammation, 
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analysis of multi-omics data, we sought to investigate the potential of multi-omics integration to identify 
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were integrated using a network fusion approach. Unsupervised cluster analysis on the combined network 
identified four distinct subgroupings exhibiting a significant age-association. As indicated by DNAm age analysis 
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was accompanied by an exponentially increased 

mortality risk. Remarkably, this 2-phased model was 

able to reproduce a variety of experimental longevity 

curves [12]. More recently, evidence of the existence of 

non-linear switches, capable of extending model animal 

lifespan in vivo, has been presented concerning 

mitochondrial function, further implicating 

discontinuous biological processes in aging [13]. Not 

long ago now, the report of a mid-life switch involving 

a longevity-associated signaling pathway in aging 

human muscle and brain tissue was published [14]. 

Using gene and long non-coding RNA expression 

profiling, the authors observed that an age-related 

IGF-1/PI3K/mTOR-related RNA response signature 

was essentially lost with the start of the sixth decade of 

life. The report provides compelling evidence that 

discontinuous processes might be a previously 

overlooked feature of human aging as well and indicate 

that the progression of biological aging on a molecular 

level might be even more intricately regulated and 

complex than previously assumed. 

 

The different biological processes driving aging 

meanwhile are manifold. The Hallmarks of Aging [15] 

provide a description of nine common denominators of 

aging in different tissues and organisms, attempting a 

categorization of various biological pathways into 

conceptual cornerstones of aging. Based on extensive 

literature review, the authors not only grouped, but also 

postulated the order of emergence for the different 

hallmarks. While the theoretical depiction of these 

hallmarks is detailed and comprehensive, a data-driven 

characterization of their importance to the aging 

phenotype and the actual disentanglement of the timely 

order of their occurrence in in vivo human tissue have 

remained elusive. 

 

Recent years have seen a continuous decline in costs for 

genome-wide analyses, leading to an increasing 

feasibility of multi-omics profiling studies. 

Simultaneously monitoring multiple different omics 

levels in a living system holds great promises in 

generating a holistic understanding of phenotypical 

manifestations and might prove beneficial for aging 

research, as it has for the medical sciences. However, 

the integration of multi-omics data also brings 

tremendous novel statistical and computational 

challenges. These are related to the properties of many 

omics datasets, which include high dimensionality with 

often low sample counts, differing scales and 

distributions of measurements, as well as platform 

specific bias and technical noise [16]. In order to tackle 

these challenges and to uncover complementary 

information from multi-omics data, an increasing 

number of algorithmic approaches have been developed 

in the past years [17]. Network based methods such as 

similarity network fusion (SNF) offer an elegant 

solution to the problem, by transferring the feature-

patient data for each dataset into featureless patient-

patient space before their integration [18]. From every 

dataset a similarity network is created with patients 

represented as nodes and similarities between patients 

as edges. The separate networks are then integrated 

through an iterative fusion algorithm, which strengthens 

edges present in several data views, and finally 

converges into a fused network. This final network 

incorporates similarities from all omics data views and 

can be used for downstream analyses such as subtype 

identification through clustering.  

 

In an effort to further explore the discontinuities in the 

aging progression using multi-omics methodology, we 

generated gene expression and DNA methylation data 

from ex vivo samples of aging skin. Skin represents an 

extraordinarily well-suited tissue for studying aging, 

owing to its well-documented aging phenotype and the 

ease of sampling using well-established non- or 

minimally invasive procedures. Using similarity 

network fusion, we integrated and clustered the 

multi-omics data to identify discrete stages along the 

aging progression. We validated the latent stages using 

DNA methylation age, the detection of Hallmark of 

Aging signals, and using a longitudinal validation 

cohort. Finally, we deployed machine learning to 

elucidate the order of Hallmark of Aging manifestation 

throughout the aging phases, and characterized the 

phases regarding pathway importance, which 

subsequently revealed a distinctly non-linear decrease in 

pathway enrichment at the mid- to late-life transition 

from aging phase 3 to phase 4. 

 

RESULTS 
 

Identification of latent age-associated molecular 

stages 

 

To identify distinct stages in aging skin tissue, we 

examined 86 female subjects between 21 and 76 years. 

Subjects were chosen so that all ages were represented 

evenly and were required to be in good health. From 

each subject we sampled epidermal tissue from the 

subject’s volar forearms via the suction blister method. 

31 of the original subjects were further re-invited for a 

longitudinal second measurement, which took place 

three years later (Figure 1). From the epidermal samples 

we generated gene expression and DNA methylation 

data, which were computationally integrated using the 

similarity network fusion approach. The resulting 

network, incorporating information from both 

transcriptomes and methylomes, was then used to 

identify hidden subtypes via unsupervised spectral 

clustering. The clustering revealed four distinct 
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subgroups in our data with roughly equal sizes of 22 

(cluster 1), 20 (cluster 2), 18 (cluster 3) and 26 (cluster 

4) subjects, that captured the multi-omics similarity 

structure between the samples more clearly than either 

chronological or DNA methylation (DNAm) age 

(Figure 2A-2C). Association analysis to subject 

metadata showed that the clusters were significantly 

associated with chronological age (p = 5.8e-12, Figure 

3A), whilst not being confounded by BMI (p = 0.71, 

Supplementary Figure 1A).  

 

Latent stages associate more strongly with DNAm 

age rather than chronological age 
 

As the unsupervised and purely data-driven clustering 

had identified groupings with strong association to 

chronological age, we explored the possibility that the 

clusters might capture hidden stages in the aging 

progression. We hypothesized that if this were so, the 

groupings ought to be more strongly associated with the 

actual biological aging state of our subjects, rather than 

their chronological age. To test this, DNAm ages of all 

subjects were calculated as previously described [19], to 

serve as a proxy measure for biological age 

(Supplementary Figure 1B). The comparison revealed a 

stronger association of the identified stages to DNAm 

age (p = 3.9e-13) as opposed to chronological age (p = 

5.2e-12), strengthening the hypothesis that the clusters 

captured multi-omics aging stages.  

 

Aging phase outliers are also biological age outliers 

in the sense of DNAm age 
 

As subjects within the phases still presented 

considerable variation in chronological age, and the 

most proven approximation to biological age available 

to date is through the use of DNAm age, we further 

explored if the chronological outliers in the different 

aging phases were also outliers in the sense of DNAm 

age. We defined individuals as outliers for every aging 

phase (Figure 3B) if their chronological age either 

exceeded the 3rd quartile by at least one third of the 

interquartile range (“young-like”) or subceeded the 1st 

quartile by said amount (“old-like”). Analysis of the 

deviation of chronological to DNAm ages revealed that 

phase outliers were indeed biologically significantly 

younger (mean/median = -3.8/-4.5 y) or older 

(mean/median = +4.2/+4.3 y) than average and also 

than each other respectively (Figure 3C). Association 

testing using age-adjusted logistic regression models 

further revealed that subjects assigned to the “old-like” 

group were also significantly more likely to have 

reported frequent sun bathing in the questionnaires (p = 

0.0336), delivering evidence of photoaging factoring 

into aging phase assignment. We further repeated the 

analysis using age estimates from a transcriptomic clock 

[19], which on average showed lower accuracy than its 

DNAm counterpart (Supplementary Figure 1C), in 

concordance with previous reports [19]. Association 

testing of phase outlier status to transcriptomic age 

revealed the same trends observed with DNAm age, 

albeit in this case without reaching statistical 

significance (Supplementary Figure 1D). Notably, the 

correlation of the two biological age markers was lower 

than their respective correlations to chronological age 

(Supplementary Figure 1E), indicating that the clocks 

capture at least partly independent features of aging, 

again underlining the importance of multi-omics 

approaches for aging research. 

 

Aging phases show improved detection of Hallmark 

of Aging signals 
 

The Hallmarks of Aging (HoA) describe nine main 

biological motives and processes that are believed to be 

driving the aging progression. We hypothesized that if  

 

 
 

Figure 1. Study and analysis setup. Workflow diagram depicting the two-stage longitudinal study setup and the main steps of multi-
omics data generation, integration and analysis. 
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the identified aging phases captured stages of biological 

aging, this ought to be reflected in gene expression 

patterns related to the known aging cornerstone 

processes, as summarized by the HoA. We therefore 

generated lists of genes involved in each of the nine 

HoA, by selecting GO and Reactome pathways which 

captured the essence of the respective hallmarks and 

combining them to novel gene sets (Supplementary 

Figure 2A). We then used the sets to test if the aging 

phases allowed better detection of HoA-enrichment 

signals than chronological age groups. ANOVA 

analyses using gene set enrichment scores indeed 

showed stronger discrimination based on aging stage for 

all HoA gene sets (Figure 3D). This further extends the 

evidence of the phases capturing biological multi-omics 

age to the level of gene expression. 

 

Longitudinal validation of aging phases over three-

year period 
 

To assess if the phases could be longitudinally 

reproduced, 31 subjects from the original cohort were 

re-invited three years later for a second measurement. 

To assess the aging phase of the new samples, a random 

forest classification model was built on both expression 

and methylation features from data of the original 

cohort. The classifier demonstrated high accuracy 

(AUC = 0.95) in discriminating between the four phases 

in repeated cross-validation on the original data 

(Supplementary Figure 2B) and was subsequently used 

to predict the aging stages of all subjects at the second 

time point. For most subjects the aging phase did not 

change within the 3-year-period, indicating high 

stability of the identified groupings (Figure 3E). This 

finding is not unexpected, considering the time span of 

only three years past since original sampling, relative to 

the much larger average phase windows with a standard 

deviation of between 8.2-11.5 chronological years. 

Nonetheless five subjects could be observed migrating 

from one aging phase to another, all of them 

transitioning naturally along the age gradient to the next 

phase (Figure 3E). Notably, four of these five subjects 

were previously classified as chronological outliers  

at the upper end of their age phase (Supplementary 

Figure 2C). 

 

Data-driven ranking of the Hallmarks of Aging 

along the phases reveals distinct succession patterns 
 

In order to identify the most important biological 

motives driving the aging phases, we resorted to the use 

of machine learning models. For this we implemented a 

method based on classifiers that learn to distinguish 

between aging phases, whilst taking advantage of 

biological pathway information in the training process. 

The workflow consisted of a stepwise training of 

classifiers only on subsets of genes annotated to 

pathways to predict aging phase from gene expression. 

By restricting the training to these genes, the cross-

validated accuracies of these classifiers allow the 

assessment of how well a given gene set enables the 

differentiation between aging phases, thus resulting in a 

score for each pathway’s relevance. This score can 

intuitively be interpreted as a measure of how important

 

 
 

Figure 2. Multi-omics similarity between subjects in the integrated network. (A) Heatmap visualization showing similarities 
between subjects in the fused multi-omics similarity network generated from gene expression and methylation data, with subjects ordered 
by increasing chronological age. (B) Same heatmap visualization of multi-omics similarity as in (A), with subjects ordered by increasing DNAm 
age. (C) Same heatmap visualization of multi-omics similarity as in (A) and (B), with the subjects ordered by the identified aging phases. 
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or predictive a gene set is to the grouping of interest. In 

order to derive a data-driven ranking of the Hallmarks of 

Aging along the aging phases, we performed this pathway 

predictivity analysis using the aforementioned HoA gene 

sets, calculating 100 permutations for each pathway 

model. The predictivity scores revealed a clear patterning 

of the HoA along the four phases that allowed a grouping 

of the hallmarks using hierarchical clustering (Figure 4A). 

Strikingly, the hallmarks clustered almost in the exact 

constellations postulated in their original description [15], 

namely into primary hallmarks (genomic instability, 

telomere attrition, epigenetic alterations and originally 

loss of proteostasis), antagonistic or secondary hallmarks 

(cellular senescence, deregulated nutrient sensing and 

mitochondrial dysfunction) and integrative hallmarks 

(altered intercellular communication and stem cell 

exhaustion). Our analysis did however reveal a divergence 

in the classification of the proteostasis-hallmark, which 

clustered more strongly with the group of integrative 

hallmarks. Examination of the HoA predictivity patterns 

based on the newly generated classification revealed that 

the predictivity peaks for the respective hallmark classes 

extracted through our analysis (Figure 4B) also precisely 

match the temporal manifestation sequence postulated in 

the original description of the hallmarks as well [15]: 

Namely, primary hallmarks peaked in aging phases 2

 

 
 

Figure 3. Biological age validation of the identified phases. (A) Boxplot showing chronological age distributions among the four 
identified aging phases. (B) Chronological age outliers among the aging phases, denoted as “old-like” for subjects that appeared to 
prematurely cluster into a higher aging phase, and “young-like” for subjects that were classified into a lower aging phase relative to their 
chronological age. (C) Boxplot showing the deviation of DNAm from chronological age based on aging phase outlier status, revealing a 
divergence in DNAm aging rate for aging phase outliers. Statistical significance determined using pairwise T-tests. (D) Hallmark of Aging signal 
strengths in gene expression data, comparing chronological age groups to the biological aging phases. Shown are the adjusted p-values from 
Anova comparisons, testing the segregation of the groupings among gene set enrichment scores. Figure adapted from the original Hallmark 
of Aging publication [15]. (E) Longitudinal validation after three-year period. The chord diagram shows aging phase classification of re-invited 
subjects at both time points, with phase transitions highlighted in red. 
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and 3, followed by a sharp drop in predictivity 

thereafter. Meanwhile the importance of the secondary 

hallmarks increased notably in aging phase 3. The 

integrative hallmarks, postulated to be emerging as a 

consequence of primary and secondary manifestation, 

increased slowly along the phases, while peaking in the 

late aging phases 3 and 4, again in concordance with the 

original postulation [15]. To our knowledge this is the 

first data-driven validation of the overarching sequence 

in which these cornerstones of aging manifest in human 

tissue.  

 

Pathway predictivity analysis reveals a distinctly 

non-linear loss in pathway predictivity in old-age 
 

As our analyses on the succession of the HoA already 

indicated a distinct shift in predictivities towards phase 

4 of the identified aging stages, and in light of the recent 

publication of a sharp loss of signature identity for 

longevity-associated mTOR-signaling in human tissue 

around 60 years [14], we decided to expand our 

pathway analysis and explore the mid-to-late-life 

transition in more detail. For this we utilized the 

hallmark gene sets defined by the Broad Institute into 

the analysis, a set of conserved and highly refined gene 

sets created to improve pathway inference by reducing 

variance and gene overlap [20]. The predictivity 

analysis using these gene sets revealed a number of 

pathways that showed distinctly non-linear predictivity 

patterns along the four aging phases (Figure 5A). 

Notably, the most prominent global pattern was a sharp 

loss in predictivity observed in the transition from aging 

phase 3 to aging phase 4 in many pathways. In line with 

the loss of predictivity in nutrient sensing signaling 

hallmark observed in the HoA analysis and recent 

reports [14], mTOR-related signaling was among the 

pathways undergoing this distinct transition in the 

transition from phase 3 to phase 4 (Figure 5B), which, 

biological age outliers aside, matches the chronological 

age threshold of 60 identified in recent reports [14]. 

 

 
 

Figure 4. Characterization of Hallmark of Aging predictivity within the aging phases. (A) Hierarchical clustering of the nine 
Hallmarks of Aging based on their gene set predictivity analysis along the four aging phases. Predictivity was determined using cross-validated 
random forest classifiers, trained to distinguish each of the aging phases from the others. (B) Predictivity of the Hallmark of Aging gene sets 
along the four aging phases, grouped into primary, secondary and integrative hallmarks. Statistical testing was performed using one-sided 
Wilcoxon tests. All predictivity scores were derived from 100 permutations. 
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Other pathways exhibiting this pattern included 

oxidative phosphorylation and fatty acid metabolism, 

and notably also DNA repair pathways (Figure 5B). 

Exceptions from this trend included interferon and 

interleukin signaling, which increased steadily in 

predictivity along the phases, in line with the 

inflammaging theory of aging [21, 22], and the 

previously observed patterns in the HoA analysis. Apart 

from these exceptions, statistical analysis of all pathway 

predictivity signals between aging phases 3 and 4 still 

revealed a significant decrease in pathway predictivity, 

that is replicated using gene set enrichment analysis, 

also showing a distinct loss in pathway enrichment in 

transition to phase 4 (Figure 5C). As this finding 

potentially points to an increase in transcriptional noise, 

we investigated whether there was a change in the 

transcriptional similarity between subjects with 

transition into aging phase 4. For this we calculated 

pairwise correlations between the full transcriptomes of 

all subjects. In line with the results from the pathway 

analysis, we observed a significant drop in 

transcriptional similarity in the transition from phase 3 

to phase 4. Notably, a similar effect can be observed in 

the methylation data, where a concomitant decrease in 

correlation between methylation profiles is observed 

(Figure 5D).  

 

Together these findings indicate a distinctly non-linear 

increase in biological noise in the transition from mid-

to-late-life, likely to contribute to the deterioration of 

human tissue function in old age. 

 

DISCUSSION 
 

In this study we applied network based multi-omics 

integration to investigate non-linearity in the in vivo 

human aging progression. Similarity network fusion has 

so far mostly seen use in cancer research, in other fields 

there have only been rare applications of this 

methodology so far. To the best of our knowledge this 

publication represents the first documented use of a 

network based multi-omics integration and cluster 

analysis in the context of aging. The four aging stages 

that we identified in the integrated similarity network 

were more strongly associated with measures for 

biological age as opposed to chronological age, 

demonstrating the use of unsupervised integration and 

clustering in approximating biological aging and 

elucidating discrete stages from multi-omics data in the 

process. 

 

To characterize the aging stages, we turned to the 

conceptual cornerstones that are believed to drive 

organismal aging, the so-called Hallmarks of Aging. 

For this we devised a novel approach to rank the gene 

sets according to their importance for the aging phases 

using machine learning methodology. The approach 

allowed us to validate the originally proposed 

classification of the hallmarks in a data-driven way and 

further to elucidate the order of their occurrence from 

the molecular data. The overall concordance of the data-

driven reconstruction of the order of hallmark 

manifestation to the postulated sequence of succession 

is striking. All hallmarks clustered according to the 

proposed classification into primary, antagonistic and 

integrative hallmarks, with the only notable exception 

being the loss of proteostasis hallmark, which somewhat 

deviated from its postulated order. Based on this, a 

reclassification of this hallmark might be advisable. To 

resolve this, further investigations greatly expanding the 

width of studied tissues will be required though. The 

order of succession reconstructed from our data matches 

the proposed order of primary, antagonistic or 

secondary and integrative hallmarks almost perfectly. 

The earliest recorded peak is observed for the primary 

hallmarks in aging phase 2 and is followed by a 

significant increase in predictivity in phase 3 for the 

secondary hallmarks. This also includes an increased 

importance of mitochondrial processes around mid-life, 

a finding that is especially interesting in light of recent 

reports that a mid-life intervention alleviating 

mitochondrial dysfunction is sufficient to significantly 

increase health span in model animals [13]. The 

integrative hallmarks and in particular altered 

intercellular communication, a hallmark strongly based 

on immune and inflammatory signaling pathways, 

slowly increases in predictivity and peaks in the late 

aging phases, supporting the inflammaging theory of 

aging [22, 23]. Inflammaging describes the process by 

which immunosenescence and thus reduced ability to 

deal with stressors lead to a chronic low grade 

proinflammatory state in aged tissue, in turn 

deregulating the immune response and increasing 

vulnerability to pathologies with inflammatory genesis 

or progression.  

 

The transitions to phase 3 and phase 4 were marked by 

various changes in the predictivity ranking of the 

hallmarks for each phase, indicating substantial 

rearrangements in the biological processes around 

mid-life. We investigated these transitions further by 

expanding our analysis to a wider range of conserved 

biological pathways. The analysis results showed a 

marked and global loss in pathway predictivity and 

pathway enrichment in the transition out of phase 3, 

indicative of an increase in transcriptional noise in 

aging phase 4. Pairwise correlation of all subjects 

further confirmed a significant deterioration of both 

transcriptomic and epigenetic patterning in the passage 

from aging phase 3 to aging phase 4. Chronological 

outliers aside, the onset of phase 3 exactly matches the 

median age at onset of menopause, which is around 51 
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Figure 5. Global loss in pathway predictivity in the transition from mid- to late-life. (A) Heatmap showing the changes in pathway 
predictivity along the identified aging phases. The predictivities shown are the average predictivities calculated from 100 permutations for 
every pathway. (B) Scatterplots visualizing the changes in predictivity along the aging phases for selected pathways, several of which show 
distinctly non-linear patterns. (C) Overall loss in pathway predictivity observed in the transition from aging phase 3 to phase 4 is also 
detectable using gene set enrichment analysis. (D) Pairwise Pearson correlation between all subjects based on transcriptional and DNA 
methylation patterns. 
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years for Caucasian women in industrialized countries 

[24–26], a period that is indeed known to have 

substantive effects on the biology of the female body 

through wide-reaching hormonal adjustments. This is 

particularly interesting as the menopausal transition has 

been shown to accelerate biological aging based on 

large-scale analyses of blood derived DNAm age [27]. 

This finding has thus far lacked mechanistic 

explanation, the significant mid-life shift and loss in 

predictivity we observed in the pathway landscape in 

the transition from phase 3 to post-menopausal phase 4 

might be a connected phenomenon and serve as starting 

point for further investigations into this matter. Notably, 

one of the hallmarks suffering a sharp loss in 

predictivity in this phase is the epigenetic alterations 

hallmark, linking the loss in transcriptional pathway 

state to an epigenetic age acceleration. Meanwhile, in a 

skin-specific context, the reports of accelerated skin 

aging following menopause are also manifold [28] and 

might equally be connected to our findings. A direct 

coupling between the identified aging phases 3 and 4 

and the menopausal transition might explain yet another 

interesting epidemiological finding: the fact that higher 

age at onset of natural menopause has frequently been 

associated with greater remaining life expectancy and 

reduced all-cause mortality [26, 29–31]. Considering 

menopause as a distinct stage in the natural aging 

progression would allow the interpretation that women 

entering it later (at a higher chronological age) are 

biologically younger or “young-like” in the sense of the 

outlier classification proposed earlier (Figure 3B and 

3C). The observed greater remaining life expectancy 

would then present itself as a plausible consequence of 

their lower biological age entering menopause. 

 

One of the pathways that notably lost predictivity at the 

beginning of aging phase 4 was PI3K-mTOR-signaling, 

a known longevity-associated pathway, whose 

regulation has recently been reported to be largely lost 

around the chronological age of 60 [14]. Among the 

other pathways affected by a similar decrease in 

pathway enrichment were also DNA repair pathways. 

This might present a finding with significant impact to 

health in aging phase 4 onwards, as these pathways are 

crucial for cancer protection, and mutations and 

dysregulation in these pathways have been identified 

numerous times as drivers of tumorigenesis. The 

observed loss in pathway enrichment in the transition to 

phase 4 could be a worrying sign of decreased 

safeguarding ability towards carcinogenesis in this later 

aging phase, which is especially relevant in the skin, a 

tissue that is frequently exposed to mutagenic solar 

irradiation. The transition to phase 4 happens to 

coincide with epidemiological observations that 

pinpoint a strongly increasing risk of developing cancer 

from the chronological age range of 60 upwards [32]. 

Naturally further studies will be required to evaluate if 

any causal relationship between aging phase and cancer 

risk exists indeed, but the overlap in the chronological 

age ranges is intriguing and might warrant further 

investigations (Supplementary Figure 2D).  

 

In summary, using multi-omics analysis we identified 

four aging phases in ex vivo human skin tissue of female 

participants over a wide age range. The phases appeared 

to be driven by actual biological age rather than 

chronological age, capturing distinct stages along the 

aging progression and allowed the data-driven 

reconstruction of the manifestation sequence postulated 

for the Hallmarks of Aging. Characterization of the 

mid- to late-life transition identified an extensive loss in 

pathway enrichment, with potential implications for 

life- and health-span in old age.  

 

MATERIALS AND METHODS 
 

Recruiting 
 

The study was performed in agreement with the 

recommendations of the Declaration of Helsinki and all 

test subjects provided written, informed consent. 

Subjects were recruited in the age range of 20 to 80 

years, with equal numbers of participants within each 

decade. Subjects were required to be female, in good 

health and belonging to phototypes II or III according to 

the Fitzpatrick scale [33], to limit non-age related 

variability in the data. Exclusion criteria included 

tattoos or scars in the test area, pigmentation disorders, 

pregnancy and medication such as anti-histamines or 

anti-inflammatory drugs within two weeks prior to 

study start. A detailed listing of exclusion criteria can be 

found in the Supplementary. Participants were further 

required to complete a self-assessment questionnaire on 

age, weight, height, smoker status, sun bathing habits, 

as well as food and drinking habits upon study start. 

 

Tissue sample preparation 
 

The suction blister method applied in this study has 

been approved by the Ethics Commission of the 

University of Freiburg (general approval Dec 8, 2008; 

Beiersdorf AG No. 28857). Three suction blisters of 7 

mm diameter were taken from the volar forearms of all 

subjects as previously described [34].  

 

Nucleic acid extraction 
 

Tissue samples were suspended in the respective lysis 

buffers for DNA or RNA extraction and homogenized 

using an MM 301 bead mill (Retsch). DNA was then 

extracted using the QIAamp DNA Investigator Kit 

(Qiagen) according to manufacturer’s instructions. RNA 
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was extracted using the RNeasy Fibrous Tissue Mini 

Kit (Qiagen) according to manufacturer’s instructions. 

 

Transcriptome sequencing 
 

Transcriptome libraries were prepared using TruSeq 

Library Prep Kit (Illumina) and sequencing performed 

at 1x50 bp on Illumina’s HiSeq system to a final 

sequencing depth of 100 million reads per sample. 

Sequencing data was processed using a custom pipeline 

including Fastqc v0.11.7 [35] for quality control, 

Trimmomatic v0.36 [36] for trimming and Salmon 

v0.8.1 [37] for mapping and read quantification.  

 

Array based methylation profiling 

 

Methylation profiling was performed using Illumina 

450k (first time point) and EPIC (second time point) 

arrays. In order to ensure comparability of 

measurements, EPIC arrays were computationally 

reduced to include only probes present on the original 

450k array using the minfi package [38] in R [39]. 

Methylation data was processed in minfi using the 

funnorm normalization method. 

 

Similarity network fusion and clustering 
 

Prior to integration, the gene expression (log2 

transformed transcripts per million) and CpG 

methylation data (M values) were batch corrected using 

the Combat algorithm [40] implemented in the sva 

package [41], following a feature selection step via 

filtering by median absolute deviation, retaining 10 % 

of the most informative features. The data was then 

integrated as previously described [18] using parameter 

settings of k = 10 (number of neighbors), t = 20 (number 

of iterations) and alpha = 0.5 (hyperparameter). 

Clustering on the fused network was performed via 

spectral clustering as previously described [18]. 

Measures used for the selection of cluster numbers were 

the eigen-gap statistic and rotation cost as proposed in 

the original method description [18], as well as visual 

inspection using heatmaps. 

 

Age clock analyses 
 

Analyses of DNAm and transcriptomic age were 

performed as previously described [19]. DNAm age was 

calculated from M values, whereas transcriptomic age 

was predicted based on log2 transformed transcripts per 

million. 

 

Hallmark of aging gene sets 
 

The HoA gene sets were generated from GO [42]  

and Reactome [43] gene sets by manually selecting 

matching pathways assigned to the nine Hallmarks of 

Aging [15]. A detailed list of genes annotated to each 

hallmark is provided in the Supplementary Material in 

.gmt format.  

 

Enrichment analyses 

 

Enrichment analyses were performed using the PLAGE 

algorithm based on singular value decomposition as 

described in [44] and implemented in the GSVA [45] R 

package.  

 

Classification model to predict aging phase in 

longitudinal validation 
 

To predict aging phase of re-invited subjects at the 

second time point, a random forest classifier was trained 

on the samples from the original cohort. Features were 

selected as the top 50 hits derived from differential gene 

expression analysis using DESeq2 [46] and differential 

methylation analysis using limma [47] from pairwise 

aging phase comparisons. The model was trained within 

the machine learning framework mlr [48], using the 

algorithm implemented in the original randomForest 

package [49]. Adjusted model hyperparameters 

included ntree = 1000 and    mtry features . Accuracy 

of prediction was calculated as the area under the 

receiver operating characteristic curve (AUC) for 

multi-class comparisons, as implemented in the pROC 

package [50], and was derived from 5 x 5-fold repeated 

cross-validation. 

 

Pathway predictivity analysis 
 

Pathway predictivity was assessed using random forest 

pathway classifiers, constructed using the gene sets 

generated in this study and using the Hallmark Process 

[20] gene sets downloaded from the Molecular 

Signatures Database v6.2 [51]. The models were trained 

by restricting the molecular data to that of genes 

annotated within a given hallmark and trained to predict 

the aging phase of every sample. Predictivity was 

determined as the accuracy of correct classification 

derived from 5 x 5-fold repeated cross-validation for 

each pathway model, giving insight on how well genes 

within the gene set allow a discrimination between the 

phases and was thus used as a measure of importance of 

the respective pathway. Samples were stratified with 

respect to the target variable in the cross-validation 

process in order to avoid unbalanced proportions in any 

fold that might lead to bloated accuracy measures. 

Hyperparameters of all models were adjusted to ntree = 

1000 and    mtry number of genes in pathway . To 

determine the predictivity of the HoA stratified for each 

of four aging phases, the classifiers were separately 
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trained in a one-against-all type of setup, learning to 

distinguish a phase from all the others. Modeling 

parameters and cross-validation were chosen as 

described above, and results for the four phases were 

aggregated afterwards. 

 

General data analysis and visualization 
 

Data analysis in R further included the usage of the 

package data.table [52], dplyr [53] and Hmisc [54] for 

data handling and general purpose functions, as well as 

the packages ggplot2 [55], ggpubr [56], ggsci [57],  

circlize [58] and pheatmap [59] for data visualization. 

Workflow diagrams were built using draw.io [60]. 
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ARTICLE OPEN

Modeling transcriptomic age using knowledge-primed artificial
neural networks
Nicholas Holzscheck 1,2✉, Cassandra Falckenhayn1, Jörn Söhle1, Boris Kristof1, Ralf Siegner1, André Werner3, Janka Schössow3,
Clemens Jürgens3, Henry Völzke3, Horst Wenck1, Marc Winnefeld1, Elke Grönniger1 and Lars Kaderali 2✉

The development of ‘age clocks’, machine learning models predicting age from biological data, has been a major milestone in the
search for reliable markers of biological age and has since become an invaluable tool in aging research. However, beyond their
unquestionable utility, current clocks offer little insight into the molecular biological processes driving aging, and their inner
workings often remain non-transparent. Here we propose a new type of age clock, one that couples predictivity with interpretability
of the underlying biology, achieved through the incorporation of prior knowledge into the model design. The clock, an artificial
neural network constructed according to well-described biological pathways, allows the prediction of age from gene expression
data of skin tissue with high accuracy, while at the same time capturing and revealing aging states of the pathways driving the
prediction. The model recapitulates known associations of aging gene knockdowns in simulation experiments and demonstrates its
utility in deciphering the main pathways by which accelerated aging conditions such as Hutchinson–Gilford progeria syndrome, as
well as pro-longevity interventions like caloric restriction, exert their effects.

npj Aging and Mechanisms of Disease            (2021) 7:15 ; https://doi.org/10.1038/s41514-021-00068-5

INTRODUCTION
In recent years the increasing availability of large-scale molecular
biological data from high-throughput experiments, in parallel with
technological advancements in machine learning and bioinfor-
matics, have greatly accelerated the discovery of biomarkers and
fueled the use of computational modeling to unravel complex
biological phenomena. In aging research particularly, the dis-
covery of the ‘epigenetic clock’—a machine learning model
predicting individual age using genome-wide DNA methylation
data—as a highly accurate and reliable biomarker of biological
age, has understandably sparked immense interest in the research
community. Since then, numerous age clocks have been devel-
oped and the concept expanded to further levels of biological
data, using transcriptomic, proteomic, and metabolic features1–9.
While no other data type thus far allowed prediction accuracies
quite on par with those achievable using DNA methylation data,
features based on metabolite production or gene expression are
arguably causally a step closer to the aging phenotype, thereby—
at least conceptually—increasing the interpretability of the
biomarker. Previously published age clocks based on these data
types have not been capitalizing on this conceptual advantage
however. On the contrary, interpretability has frequently been
neglected as a property in these models so far, no matter the type
of data used.
We argue that increasing the interpretability of age clocks may

unlock unprecedented utility of these machine learning models in
aging research and help expand their use in applied research, e.g.
in a human cell-culture-based screening setting, where finding
suitable holistic cellular read-outs for the biological aging state is
not an easy task and added interpretability could offer additional
insight on potential mechanisms of action for given treatment
approaches. The concept we propose to achieve this is based on a
knowledge-primed artificial neural network, in which information
on biological pathways in the form of gene-pathway annotations

is incorporated into the architecture of the model. A similar
approach has recently been shown to be effective in the modeling
of yeast growth from transcriptomic data10. Normally, artificial
neural networks feature densely connected layers of neural units,
in which every neuron in a given layer is connected to every
neuron of the next layer. As the information flow through the
network is not linked to any particular processes and connections
between neurons are essentially interchangeable, it is inherently
hard to interpret, which is why deep learning models are
frequently quoted as examples of ‘black box’ models. A defining
feature of artificial neural networks however, is the flexibility they
offer to implement architectures with unique properties. Omitting
the fully connected design and restricting the connections
between neurons as implemented for the proposed new age
clock can be used to guide the flow of information within the
network, thereby augmenting and controlling the way the model
learns. Importantly, this allows for the embedding of prior
information on biological processes, such as the pathway
annotation of genes, directly into the model architecture and
therefore ties the model’s learning process to known biological
processes. Such a design thus enables the model to learn
pathway-based representations of the molecular data, which—
through the inspection of neuron activations in the pathway layers
—allows the monitoring of pathway aging-states and delivers
interpretability to the clock’s inner workings.
In order to evaluate the utility of this approach for aging

research, we constructed a pathway-based artificial neural net-
work and trained it for age prediction based on a large
transcriptomic dataset from epidermal skin samples (n= 887).
Skin represents an extraordinarily well-suited tissue for studying
aging, owing to its well-documented aging phenotype and the
ease of sampling using non-invasive procedures. As it represents
the body’s outermost layer, shielding other tissues from hazardous
external influence, it also offers the unique possibility to study
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extrinsically accelerated aging, phenotypically well-documented in
the form of photoaging11. The data used to construct the model
was derived from the latest iteration of the ongoing Study of
Health in Pomerania (SHIP), SHIP-TREND, a longitudinal cohort
study generating a broad population-based picture of health and
disease in northeastern Germany12. Owing to its unbiased
observational design, the study is particularly well-suited to
investigate the natural aging progression.

RESULTS AND DISCUSSION
Architecture of the neural age clock
The architecture of the artificial neural network was modeled
based on the ‘Hallmark’ pathway collection, a selection of 50
conserved and highly refined gene sets, capturing essential
biological processes, created to improve pathway inference by
reducing variance and gene overlap, as it is often found in larger
pathway collections such as GO terms13. The pathway-guided
design generates a compartmentalized neural network, in which
different parts of the network model distinct pathways, enabling
the activations of intermediate neurons to be interpreted to
generate insight on the aging states of diverse biological
processes. As such the network consists of a single input layer
for the gene expression data, followed by four hidden pathway
layers and two separate output layers (Fig. 1a), the main output
generating the final age estimate, the auxiliary output providing
summarized information on the aging states of the respective
biological pathways.
To improve both reproducibility and accuracy of the age clock,

an ensemble learning approach was implemented. For the final
model, a stacked ensemble was constructed from 10 individually
trained networks, which shared input and output layers (Fig. 1b).
Ensemble stacking is a popular approach to improve the
generalization ability of machine learning models by combining
the strengths of different model instances, such as those awarded
by different weight configurations learned in individual training
reboots of neural networks14. We found that stacking several
models improved prediction accuracy by around 0.3 years, and
importantly further cemented the reproducibility of the learning
process.

Model training and testing
As a basis for model training, gene expression data were
generated via RNA sequencing from epidermal skin samples
collected from 887 subjects aged between 30 and 89 years in the
SHIP-TREND cohort study (Supplementary Fig. 1a and b). The data
were randomly split into independent training and test sets (70/
30), with the test set of 267 samples reserved for accuracy
assessment and further in silico experiments, leaving 640 samples
for model training. The 10 neural networks making up the final
model were trained separately for 200 epochs each (Fig. 2a) until
no further substantial improvements were detectable without
risking overfitting, and then combined into an ensemble by fusing
their input and output layers. Assessment of the final age clock’s
accuracy on the independent test set revealed a median absolute
error of 4.7 years (Fig. 2b). This is similar in performance to
published ‘black box’ clocks on transcriptomic data5,7,8,15,16, which
generally tend to perform worse in terms of pure accuracy
compared to their DNA methylation-based counterparts17. We
additionally trained a fully connected “black box” neural network
with a comparable number of parameters in the same ensemble
approach on the same data, which slightly outperformed its
pathway-based counterpart with a median absolute error of 4.4
years (Supplementary Fig. 2a). Based on our data, this suggests
that there is a small trade-off between transparency and precision,
albeit at a rate that might well be tolerable in practice.

Transcriptomic age is associated with visual age estimates
As the skin presents a well-suited tissue to observe the phenotypic
manifestations of aging, we investigated if the transcriptomic age
estimates generated by our pathway-based age clock were
associated with any phenotypic markers of age. For this, we used
standardized portrait images of a random subset of 154 subjects
from the test set and generated visual age estimates using a
blinded expert panel, tasked to assess the age of the test subjects
from the portrait photographs. Linear modeling identified a
significant association between the average visual age estimates
of this panel and the transcriptomic age predictions (p= 0.016)
after adjusting for chronological age and gender (Supplementary
Table 1), delivering not only a validation of the clock’s capabilities
to detect biological aging state but also evidence of a direct link
between phenotypic manifestations of aging and the molecular
alterations in aging skin, captured by the model.

Model reveals the wide-spread impact of aging on the global
pathway landscape
Visualizing the intermediate pathway neuron activation for
samples of different ages in the pathway-based age clock shows
increasing activations for older subjects, allowing not only a
general glimpse into the inner workings of the clock but also the
detailed assessment of aging states of single biological pathways
(Fig. 2c). Ranking the pathways based on a correlation analysis of
the intermediate neuron outputs with the actual ages of the
subjects revealed p53- and TNFa/NFkB-signaling as the pathways
that most clearly captured the aging state out of all modeled
processes (Fig. 2d and Supplementary Table 2). However, the
margin to the rest of the pathways was rather small and most of
the processes showed a significantly higher age association than
an artificially introduced control pathway consisting of randomly
sampled genes, indicating that the impact of age on gene
expression is indeed a global phenomenon, rather than being
restricted to a few pathways. The most notable exception to this
finding was the low correlation of the pancreas beta-cell pathway
at the other end of the spectrum. This might be explained by the
low overlap in gene function between pancreas and skin however,
given that this gene set mainly describes the differentiation
process of beta cells.
The wide-spread impact of increasing age on biological

processes meanwhile is in line with the general aging hypothesis
of the deleteriome18. The deleteriome hypothesis attempts to
unify a variety of previous theories of aging under a common
motif, the eponymous accumulation of deleterious effects over
the lifetime, which are amplified by the inherent imperfection of
biochemical processes and reactions. The theoretical framework
encompasses previously proposed theories such as the free radical
theory of aging19 but further expands the scope to include
observations and theories from evolutionary biology such as the
existence of antagonistically pleiotropic genes20. The key feature
of the theory, despite managing to unify the various explanatory
approaches to how the process of aging arises, is that it
importantly predicts no single ‘master switch’ gene or biological
process that drives the natural aging progression, but rather a
plethora of small individually detrimental alterations to cellular
and organismal function accumulating over time. The model’s
estimates on biological pathway relevance would seem to
support this.

In silico gene knockdowns recapitulate associations from the
literature
Seeing that the performance of our clock compared reasonably
well to ‘black box’ models and achieved transparency on the
biological processes affected, we next set out to test how well the
clock actually captured known aging mechanisms and
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associations through a series of in silico experiments. As discussed
above, past research has not identified a single ‘master switch’
gene or pathway driving aging, nonetheless, several genes have
been identified over the years, whose deregulation is associated
with changes in lifespan in model organisms or the manifestation
of aging phenotypes. To test if the model could recapitulate such
associations, we performed virtual gene knockdowns of known
aging target genes with a history of experimental data available
from model organisms and human genome-wide association

studies, to evaluate if the predictions accurately replicated the
effects of the perturbation (Fig. 3a). The knockdown of SIRT1 for
example, a widely studied NAD-dependent deacetylase with
various conserved pro-longevity functions, has been shown to
have detrimental effects on the lifespan of several models
organisms21–24. Indeed, simulation of a decreased SIRT1 regulation
by a log2 fold-change of −2 using our model predicted a
significant age increase for all subjects in our test set, in
concordance with expectations and data from the literature. In

m

shared input

shared (averaged) output

m1 m2 m3 mn

x nx n

output (size = 1)

auxillary output (size = n)

Gene
input layer

Pathway 1 Pathway 2 Pathway 3 Pathway n
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Deep layer 2
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Pathway
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Prediction
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a

b

Fig. 1 Model architecture and setup. a Schematic of the artificial neural network architecture. Gene expression data is fed to the input layer,
which is connected to the following hidden layer through gene-specific edges that are constructed based on pathway affiliation. In the
following hidden layers, information is processed by the network in a pathway-centric manner culminating into a final linear pathway layer
with one neuron per pathway, which also serves as an auxiliary output to monitor pathway aging states. Finally, the information from all
pathway neurons is aggregated in the main output neuron, which generates the age prediction. b Ensemble setup. To improve the stability
and accuracy of the final model, an ensemble model was constructed from individually trained networks by joining the separate models to
the common input and output layers.
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contrast, the knockdown of thioredoxin-interacting protein TXNIP,
a major player in maintaining cellular redox-status and recently
implied in the induction of senescence by its role in antagonizing
AKT-signaling25, reduced predicted ages significantly, in line with

experimental data that shows that knockdowns of TXNIP increase
life-span by reducing reactive oxygen species (ROS)-mediated
stress in model organisms26. Moving away from model organisms,
a null-mutation of SERPINE1 is one of the few causal associations
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Fig. 2 Training and performance testing of the neural age clock. a Training history of the 10 individual neural networks. Depicted is the loss
on the held-out testing set, over the full range of 200 training epochs. b Predicted against actual chronological age for the held-out test set,
with observations colored by absolute prediction error. c Heatmap showing distinct activations of pathway neurons for the test set samples
stratified by age quantiles. d Pathway ranking based on Pearson correlation coefficients of pathway neuron activations and chronological age
over the test set. The results shown are based on 100 permutations calculated for a model including an artificial control pathway consisting of
150 randomly sampled, unrelated genes as a baseline. Significance was determined using one-sided Wilcoxon rank-sum tests comparing the
correlation estimates of the various pathways to the introduced control pathway, adjusted for multiple testing.

N. Holzscheck et al.

4

npj Aging and Mechanisms of Disease (2021)    15 Published in partnership with the Japanese Society of Anti-Aging Medicine



discovered so far, that links a single gene loss-of-function
mutation directly with increased longevity in humans27. In line
with the literature, simulated knockdown of the senescence-
associated gene lead to a significant decrease in transcriptomic
age predicted by the model. These simulations, while intended
mainly as validation of the associations learned by the model, also
highlight the utility of computational models for translational

research, in this case, the ability to test the relevance of target
genes identified in a systemic context or in other tissues to the
biology of aging skin, which the model was trained on. An
example of a gene association more specific to the skin however,
is the knockdown of Krueppel-like Factor 4. KLF4 is, among others,
a stemness factor and direct regulator of telomerase expression28,
as well as importantly a regulator of keratinocyte senescence29. As
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such, KLF4 silencing alone has been shown to be sufficient to
induce a senescent phenotype in human keratinocytes29. In line
with these findings, the simulated knockdown resulted in an
increased age prediction across subjects of all ages.

Systematic knockdown simulations identify known and novel
aging target genes
As the knockdowns of selected literature-based aging target
genes had recapitulated experimental findings, we then extended

a

c

b

●

●

●

●

●

●

●

●

●

●

*
***

****
****
****
****

****
****

****
****

27.9−33.2

33.2−38.4

38.4−43.6

43.6−48.8

48.8−54

54−59.2

59.2−64.4

64.4−69.6

69.6−74.8

74.8−80.1

−4 −2 0 2 4 6
Age after perturbation − age at baseline

A
ge

 q
ua

nt
ile

 a
t b

as
el

in
e

1.5

2.0

2.5

3.0

Effect

Photoaging

●

●

●

●

●

●

●

●

●

●

ns
ns

ns
ns

ns
****
****

****
****
****

27.9−33.2

33.2−38.4

38.4−43.6

43.6−48.8

48.8−54

54−59.2

59.2−64.4

64.4−69.6

69.6−74.8

74.8−80.1

−2 −1 0 1 2
Age after perturbation − age at baseline

A
ge

 q
ua

nt
ile

 a
t b

as
el

in
e

−0.5

0.0

0.5

Effect

Caloric restriction (skin)
d

e f

g

HGPS

0 2500 5000 7500

protein secretion

estrogen response late

allograft rejection

unfolded protein response

epithelial mesenchymal transition

Δ neuron activation

P
at

hw
ay

 n
eu

ro
n

Photoaging

0 5 10 15

glycolysis

complement

kras signaling up

wnt beta catenin signaling

reactive oxygen species pathway

Δ neuron activation

P
at

hw
ay

 n
eu

ro
n

Δ

reactive oxygen species pathway

myc targets v1

peroxisome

p53 pathway

myc targets v2

estrogen response late

heme metabolism

hypoxia

mtorc1 signaling

bile acid metabolism

fatty acid metabolism

adipogenesis

oxidative phosphorylation

CR (li
ver)

CR (fa
t)

CR (s
kin

)

CR (b
rain)

Signature

Pa
th

w
ay

 n
eu

ro
n

−10 −5 0

neuron activation

allograft rejection

coagulation

epithelial mesenchymal transition

il6 jak stat3 signaling

spermatogenesis

0

100

200

0 50 100 150
Δ pathway neuron activation (AK)

Δ
pa

th
w

ay
 n

eu
ro

n 
ac

tiv
at

io
n 

(S
C

C
)

40

80

120

Divergence

Pearson's r = 0.69
p = 2.55e−08

●

●

●

●

●

●

●

●

●
Actinic keratosis

CR (brain)

CR (fat)

CR (liver)

CR (skin)

Hutchinson−Gilford−Progeria

Photoaging

Repl. senescence

Squamous cell carcinoma

−5 0 5 25 100 250 500 1000
Predicted age acceleration

(pseudolog scaled)

S
ig

na
tu

re

Fig. 4 Assessing the impact of age- and disease-related gene expression signatures on transcriptomic age and pathway aging states.
a Overview of the average predicted effect of the transcriptomic perturbation using multiple age- and disease-related signatures. b Predicted
effect of the transcriptomic perturbation using a signature of chronically sun-exposed skin, stratified by chronological age quantiles.
Significance was determined using one-sample Wilcoxon rank-sum tests, testing for the difference in medians from an effect size of 0, with
p-values adjusted for multiple testing. Error bars show standard deviations. c Predicted effect of the transcriptomic perturbation using a
caloric restriction signature, stratified by chronological age quantiles. Significance was determined using one-sample Wilcoxon rank-sum tests,
testing for the difference in medians from an effect size of 0, with p-values adjusted for multiple testing. Error bars show standard deviations.
d Effect of the transcriptional signature of Hutchinson–Gilford progeria syndrome on pathway neuron activation. Shown are the five most
strongly affected pathways. Error bars show standard deviations. e Heatmap showing the effects of tissue-specific caloric restriction signatures
on pathway neuron activation. f Effect of the transcriptional signature of photoaging on pathway neuron activation. Shown are the five most
strongly affected pathways. Error bars show standard deviations. g Impact of actinic keratosis (AK) and cutaneous squamous cell carcinoma
(SCC) signatures on pathway neuron activations.

N. Holzscheck et al.

6

npj Aging and Mechanisms of Disease (2021)    15 Published in partnership with the Japanese Society of Anti-Aging Medicine



the knockdown to the rest of the transcriptome, at least insofar as
it was covered by the Hallmarks pathway annotation database and
therefore represented in the model. Simulating the knockdown of
all genes by a log2 fold-change of −2 revealed an approximately
equal distribution of age increasing and decreasing knockdowns,
ranging from around +1 to −0.5 years in effect sizes (Fig. 3b).
Among the highest-scoring knockdowns of all genes were several
well-described aging marker genes, such as SERPINE1, IGFBP3,
CDKN2A, and TIMP1, as well as some less intensely studied genes
such as HK2, a hexokinase whose expression has previously been
reported to diminish with increasing age in the skin, with
potentially detrimental effects on energy metabolism and
epidermal cell proliferation30. The simulated overexpression of
HK2 on the other hand was concordantly predicted by the model
as a rejuvenating intervention (Fig. 3c), highlighting the utility of
interpretable machine learning models to discover novel angles
and targets for potential intervention strategies.
Observing the effects of the most influential gene knockdowns

on pathway neuron activation revealed that interestingly all of
them mediated their effect via at least two distinct pathways (Fig.
3d), indicating that genes at the crossroads of several pathways
might exert a larger influence on the final age estimate, which was
confirmed by association testing (Supplementary Fig. 3a) for both
positive (p= 2.6e−116) and negative impact genes (p= 2.4e
−153). This indicates that the network architecture organically
increases the impact of master regulators and genes which act as
effectors in several different biological processes. This emergent
property is very much desirable, as it reflects the underlying
biology more closely than other machine learning models that
tend to weight features purely based on predictivity or correlation
to the modeled phenotype, rather than by the breadth of their
biological impact. We subsequently expanded the pathway
impact analysis to all genes covered by the model and found
that using the single-gene knockdown data allowed reconstruc-
tion of the aging pathway landscape, with genes arranged by
similarity in effect as well as capturing the structure of the diverse
biological motifs and processes. The resulting map (Fig. 3e)
demonstrates the gain in interpretability awarded by this new
type of clock, allowing the visual inspection of gene–pathway
relationships in the context of aging, unlike any previous
age clock.

Predicting the impact of complex transcriptional signatures
on biological aging state
We then set out to evaluate the impact of more complex aging-
related transcriptional signatures on model prediction. This
analysis served two purposes: (i) investigate if the model
recapitulates the overall effect of the signature and (ii) demon-
strate the use of an interpretable machine learning model in
deciphering the biological processes driving accelerated aging or
rejuvenating conditions. For this, we searched the literature for
gene expression data or published signatures of diverse aging-
related conditions and simulated their impact on the predicted
age of the test set (Fig. 4a).
The most prominent example of an accelerated aging disorder

is the Hutchinson–Gilford progeria syndrome (HGPS). HGPS is a
rare autosomal dominant genetic disorder that manifests very
early in life, with symptoms that strikingly resemble those of
natural aging particularly in regards to the skin, including wrinkle
formation, the emergence of dyspigmentations (age spots), and a
general thinning of the skin including a loss of subcutaneous fat,
as well as alopecia31. The condition is caused by mutations leading
to incorrectly processed forms of lamin A that weaken the nucleus
structure with diverse detrimental consequences. The overall
effects of this are severe, and the average life expectancy for
patients is only between 13 and 15 years31,32. Simulating the effect
of the transcriptomic signature of HGPS33 likewise has a heavy

impact on age estimation, with the clock putting out predictions
beyond 1200 years after signature application (Fig. 4a). Though
these numbers might at first seem absurdly high, they are easily
explained considering the clock was trained on data of a natural
aging progression. The fact that predictions are exceeding this
scale is caused by the underlying learned mathematical model
and signals that, while the model clearly assesses HGPS or aspects
of HGPS as an accelerated aging condition, the transcriptomic
state seen in HGPS is shifted far beyond that of the natural
physiological aging progression. The effect size can therefore be
interpreted as a manifestation of the pathophysiology of the
underlying condition, in sync with the low life expectancy of
individuals suffering from HGPS.
A milder form of accelerated aging, one that specifically affects

the skin, can be observed in the form of photoaging. Caused by
the chronic exposure of the skin to solar irradiation, photoaging is
an extrinsically accelerated aging phenotype, characterized by
wrinkling, dyspigmentation, and a leathery appearance of the
skin11. Simulating the impact of the signature of chronically sun-
exposed skin34 increases the predicted age by around 2.1 years on
average (Fig. 4b). This result is again in line with expectations but
importantly demonstrates that the clock is sensitive enough to be
used to detect smaller transcriptional alterations caused by
exogenous stressors that affect aging, such as chronic sun
exposure.
Further unprotected from the damages of solar irradiation,

photoaged skin can over time develop into scaly pre-cancerous
lesions known as actinic keratoses (AKs). AKs, caused by the
intraepidermal proliferation of atypical keratinocytes, are a
frequently diagnosed skin condition in light-skinned individuals
with a history of sun exposure35. Although themselves often
asymptomatic, around 10% of all AK lesions progress into
cutaneous squamous cell carcinoma (SCCs) if left untreated35–37,
one of the most common types of cancer in developed countries
with predominantly fair-skinned populations38. Due to the direct
link between photoaging and the emergence of AKs, and the
direct progression path from AKs to SCCs, we decided to include
signatures from these pre-cancerous and cancerous tissues into
the analysis. Interestingly, both signatures39 induced substantial
increases in predicted age across all samples, on average by 54
and 52 years, respectively (Fig. 4a). Considering the hyperproli-
ferative traits of both disorders this might appear somewhat
counter-intuitive, then again, the relationship between aging and
cancer is complex, and several shared mechanisms between the
two have been identified over the years40, let alone the fact, that
age remains one of the greatest single risk factors for the
development of cancer overall41.
A key feature of aging that is lately receiving increasing

attention, and also happens to play an important role in
tumorigenesis, is the accumulation of senescent cells in aging
tissues. Likely evolved as a cancer protection mechanism,
senescence describes the cessation of cell division, induced by
extrinsic stress or replicative exhaustion. Senescent cells influence
their surrounding tissue by secreting a complex proinflammatory
mixture of cytokines, growth factors, and proteases42. This
senescence-associated secretory phenotype (SASP) plays an
important role in the recruiting of immune cells to the tissue,
and as such has beneficial functions in wound healing and tissue
regeneration43. In aging tissues however, the increasing accumu-
lation of senescent cells impairs normal tissue function, and SASP
has been proposed as one of the mechanisms that drive
inflammation, the chronic low-grade inflammatory state of aging
tissue44,45. As senescence is an important aspect of aging and also
a common in vitro model of aging, we tested the signature of
replicative exhaustion-induced senescence using the model. The
simulations showed an increase in age of over 100 years on
average (Fig. 4a), which is the strongest impact of any signature
we recorded apart from HGPS. It should be noted here, that
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previous experiments calculating the DNA methylation age of
fibroblasts in culture have estimated cells aging around 62× faster
in vitro46, which could factor into these predictions as well.
Irrespective of this, the data shows that the clock not only
accurately captures aging in vivo but also models processes that
define aging in vitro, adding to its utility. The sensitivity of the
model towards senescence also delivers one potential mechanism
explaining the pronounced age acceleration predicted by the
model for the AK and SCC signatures, as an accumulation of
senescent cells is not only a feature of aging tissues but also
frequently observed in precancerous and cancerous lesions,
including AKs and SCCs47,48.
Next, we were interested in seeing if the model was also

capable of recapitulating the positive effects of lifespan-extending
intervention strategies. Most data on pro-longevity interventions
stem from experiments with model organisms, but one of the
advantages of the presented in silico approach is the opportunity
to transfer such settings into a human model and simulate the
effects of such treatment in human tissue. The most reliable and
well-documented form of pro-longevity intervention is caloric
restriction49. The reduction of caloric intake has been shown to
increase health- and life span in a large number of organisms of
varying size and complexity, including roundworms, flies, mice,
rats, and even non-human primates50. It is therefore believed to
be a conserved mechanism among animals, although its
effectiveness in terms of lifespan extension has yet to be proven
in humans. Data from model animals are generally amply
available, we did however only identify a single recently published
dataset that included the transcriptional patterns triggered by
caloric restriction in skin tissue, which was based on Rattus
norvegicus samples51. Mapping the gene signatures from this
dataset to their human homologs allowed testing the signature
with the age clock and simulate its effects on human aging. The
signature indeed shifted the aging transcriptome landscape to a
younger state by around 0.2 years on average, although the effect
was only statistically significant for subjects above 50 years (Fig.
4c). Despite its low effect size, this indicates that caloric restriction
might indeed have beneficial effects in humans, and ones that
might favorably affect skin biology. The data also points to the
existence of an age-dependency of these effects, a theory that has
interestingly been proposed before and is backed by experimental
data from mice showing that the beneficial impact of the
intervention, while significant in adult animals, is lacking in
younger specimens52. Conceptually this has been explained with
caloric restriction largely mediating alterations to biological
processes that accumulate throughout age, therefore lacking an
impact on young organisms, when these processes still operate
smoothly, and scarcity is more likely to impair normal function-
ing53. The age-dependency predicted by our model would further
seem to support these hypotheses. As most molecular analyses of
the effects of caloric restriction have been performed in other
tissues though, we expanded our simulations to the signatures
generated from liver, fat, and brain tissue51. The predicted
rejuvenation of both liver, as well as fat signatures, was greater,
reducing age estimates by 0.4 and 1.5 years, respectively (Fig. 4a).
As these tissues are more immediately involved with and affected
by caloric restriction schemes, this appears plausible. Surprisingly
however, the brain signature lead to divergent results and caused
the model to predict a small but significant age acceleration by 0.4
years on average. While this may simply be an artifact of tissue-
specific gene regulation, one might speculate on the involvement
of a biological component as well. Being the most demanding
organ in terms of energy needs in most animals, it is conceivable
that the brain would be the organ most immediately affected by
negative repercussions of decreased caloric intake, which could
help explain the finding. This theory is supported by data from
non-human primates under caloric restriction, that—despite
showing significant life-span extension—suffered from an

accelerated loss of gray brain matter, albeit without affecting
cognitive performance54.

Decoding the pathways implicated in accelerated aging and
pro-longevity phenotypes
Seeing that the model was capable of recapitulating both
accelerated aging and pro-longevity interventions in the form of
caloric restriction, we were interested in establishing the network’s
utility in deciphering the biological processes by which these
conditions exerted their effects. For this, we analyzed the
activations of the pathway neurons in the intermediate pathway
output layer before and after perturbation with the respective
signatures and monitored the changes induced in neuron
activation.
The most substantial alterations to the pathway landscape were

caused by the transcriptional signature of HGPS (Fig. 4d). The
effects were dominated by a massively increased positive
activation in the epithelial–mesenchymal transition pathway
neuron, indicating a substantial shift in pathway states towards
an older transcriptome, but far surpassing the originally modeled
range. Epithelial–mesenchymal transition describes the process of
epithelial cells losing their polarity and gaining functions allowing
them to migrate and gain mesodermal character. This process,
while originally observed during embryogenesis, has since been
shown to be a crucial mechanism in the metastasis of cancers,
during wound healing, and—importantly—in the manifestation of
fibrosis55,56. The cause of death in patients suffering from HGPS is
usually found in cardiovascular complications from substantial
levels of atherosclerosis, but interestingly in the absence of typical
risk factors such as increased L-LDL or C-reactive protein57, and
with more prominent signs of vascular fibrosis than typically
observed in patients suffering from cardiovascular disease58.
Interestingly then, the most strongly affected pathway identified
by the model is one with a direct connection to the most severe
clinical feature of HGPS, which might warrant further investigation,
especially since this pathway has not received a lot of attention in
studying the disease progression of HGPS thus far. Other
noteworthy pathways that were strongly affected by the signature
were related to proteostasis and protein secretion, immune
signaling, and the estrogen response (Fig. 4d), several of which
are not only well described Hallmarks of Aging59 but have also
previously been associated with HGPS60.
In contrast to the HGPS signature, analyzing the pathways

impacted by caloric restriction revealed a number of processes
shifted towards a younger state (Fig. 4e). The effects were
generally similar between tissues, with the exception of the brain-
derived signature, which showed no substantially rejuvenated
pathways at all. The processes that were most prominently shifted
towards a favorable state were related to ROS, peroxisome
pathways, and to a lower extent mTOR-signaling and general
metabolism across all tissues. Reduced production of ROS through
a slowing of the metabolic rate, thereby reducing the load of
oxidative stress, is one of the very key mechanisms proposed by
which caloric restriction is believed to exert its life-span extending
effects, the observed changes in pathway states are therefore very
much in line with existing theories and reports61,62. Another well-
described effect of restricting caloric intake is the reduction of
mTOR activity, marking one of the most reliable single mechan-
isms to prolong lifespan in various model organisms from fruit
flies to non-human primates63–65. The rejuvenating impact on
mTOR-signaling predicted by the model is therefore again very
much in line with existing data, as are naturally the observed
effects on metabolic pathways, including oxidative phosphoryla-
tion and fatty acid oxidation in mitochondria and peroxisomes.
Interestingly though, the skin-derived signature appeared to have
a lower impact on metabolic pathways but instead showed a more
strongly rejuvenated profile associated with p53-signaling, which
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is an interesting finding considering its crucial role in cancer
protection in the skin66. Notably, caloric restriction has been
shown to delay carcinogenesis and tumor-related mortality in
rodents67,68 and rhesus monkeys69,70, this finding could therefore
be suggestive of another potential benefit of caloric restriction for
skin biology. It should be noted that as these results represent a
translation from rodents to human biology, so a margin of error is
to be expected. The analysis does however highlight the potential
of interpretable machine learning to use available data from
animal experiments and to explore the translation of findings to a
model of human biology in a virtual setting.
The effects of the photoaging signature were similarly diverse,

with the strongest impact also recorded on the ROS pathway (Fig.
4f), here substantially shifting the pathway towards an older state.
Further processes altered in this direction were related to Wnt and
Kras signaling, and metabolic pathways such as glycolysis.
Interestingly a couple of pathway states appeared shifted towards
a younger profile, most notably involving the G2 damage
checkpoint and the estrogen response pathways. The effects of
a chronic exposure to solar irradiation that over time lead to the
manifestation of photoaging, are believed to be primarily driven
by oxidative damage resulting from the UV-induced formation of
ROS11,71–73. The predominant pathway identified by the model
very much supports this hypothesis. Metabolic changes in
photoaged skin have likewise been reported34. Data on Wnt
modulation in association with photoaging is sparser, but recent
reports implicate the pathway in the response following UVB
irradiation in keratinocytes in vitro74. Given its function as an
important mediator of cell proliferation and differentiation and
importantly its essential role in regulating adult epidermal stem
cell reservoirs, regulatory alterations in Wnt signaling could
potentially be an important mechanism driving the gradual
thinning of the epidermis frequently observed in (photo-)aged
skin11,75.
Finally, we investigated the similarity in pathway neuron

activation following perturbation using the AK and SCC signatures.
Although the progression from AKs to SCCs, in general, is well-
described, only around 10% of all AK lesions develop into actual
carcinoma35–37. The exact mechanisms determining which AKs
progress meanwhile remain elusive. Analyzing the predicted
pathway perturbations revealed a substantial correlation between
pathway patterns induced by AK and SCC signatures (Fig. 4g).
Given the reported progression path, this finding seems
conclusive. The analysis also revealed a number of pathways that
were notably more strongly deregulated than others, mainly
related to IL6-JAK-STAT-signaling, immune pathways and coagula-
tion, a gene set that contains many genes related to the
complement system as well as senescence-associated genes such
as SERPINE1. The latter is particularly interesting, as the prolonged
expression of the senescence marker gene CDKN2A has very
recently been shown to induce hyperplasia in the epidermis of
mice very similar to the early stages of AKs by increasing
proliferation of surrounding keratinocytes, implicating senescent
cells as one of the early mechanisms in epidermal tumorigen-
esis76. The comparably lower activation in the SCC signature
suggests that the impact of senescence-associated genes is higher
in the early stages leading to AK lesions though, which fits the
experimental data available76. Among the processes that showed
notable divergences between AKs and SCCs as well were immune
and JAK-STAT-signaling, both found more strongly altered by the
SCC signature. The involvement of immune-related genes
contained in the allograft rejection gene set is of little surprise
given that alterations to immune signaling in cancer are well-
documented, the increased activation induced by the SCC
signature does however highlight a very important characteristic
of SCCs, which is their ability to evade immune surveillance,
setting it apart from pre-cancerous AK lesions77. Aberrant
activation of JAK-STAT-signaling is a frequently reported feature

in human cancers as well78, and SCCs are no exception79.
Constitutive activation of STAT3 has in fact been shown to be a
key event in the SCC tumorigenesis80, validating the model’s
predictions. Surprisingly little is known about the state of the IL6-
JAK-STAT axis in AKs however and seeing the diverging pathway
patterns uncovered by our model and the documented impor-
tance of the pathway in tumorigenesis would therefore encourage
further investigations into this pathway in AK lesions to help
explain the observed heterogeneity in AK to SCC progression.
Despite their popularity and unquestionable utility as biomar-

kers, age clocks have thus far generated little insight into the
processes that actually drive the aging progression or provoke
phenotypical manifestations of biological aging. Here we present
a new type of age clock, that delivers unprecedented interpret-
ability to its inner workings. Through the incorporation of prior
information on pathways into the structure of the model, the
learning process is tied to known biological processes, allowing
their states to be interpreted in the activation of intermediate
neurons in the neural network. While not surpassing other age
clocks in terms of sheer accuracy, the model’s performance is
comparable with other published as well as a ‘black box’
transcriptomic age clock trained on the same data and offers
greatly expanded utility beyond the use as a readout tool. We
would argue that this property is more desirable in a research
setting than mere predictivity and would like to see more efforts
to increase the interpretability of machine learning models
applied in aging research and biological research in general.
Neural networks, in particular, present themselves as a very
promising technology to fully unlock the potential of such
approaches in an area of research that, due to the inherent
breadth and complexity of the biological processes involved and
ever-increasing amounts of high-throughput data available, is
predestined to benefit from further technological advancements
in machine learning.

METHODS
Study of Health in Pomerania (SHIP)
SHIP was designed as a population-based study to assess the prevalence
and incidence of common clinical diseases, subclinical disorders, and risk
factors among the population of the Federal State of Mecklenburg/West
Pomerania in Northeastern Germany12. Examinations of the original cohort
of 4308 randomly sampled subjects between 20 and 79 years started in
1997, with two follow-up examinations being performed after intervals of 5
and 11 years. The second cohort (SHIP-TREND), comprising another
random sample of 4420 adults aged 20–79 years, started in 2008, again
designed with regular follow-ups. The data used in this study consisting of
887 epidermal samples were collected during the first follow-up of the
SHIP-TREND cohort, with subjects aged between 30 and 89 years
(Supplementary Fig. 1a and b). The study was approved by the ethics
committee of the University Medicine Greifswald (ethics approval number
BB 39/08). All participants signed an informed consent form and all
investigations were undertaken in accordance with the ethical principles
outlined in the Declaration of Helsinki.

Tissue sample preparation
The suction blister method applied in this study has been approved by the
Ethics Commission of the University of Freiburg (general approval
December 8, 2008; Beiersdorf AG No. 28857). Suction blisters of 7 mm
diameter were taken from the volar forearms of all subjects as previously
described81.

Nucleic acid extraction
As previously described16, tissue samples were suspended in the
respective lysis buffers for DNA or RNA extraction and homogenized
using an MM 301 bead mill (Retsch). DNA was then extracted using the
QIAamp DNA Investigator Kit (Qiagen) according to the manufacturer’s
instructions. RNA was extracted using the RNeasy Fibrous Tissue Mini Kit
(Qiagen) according to the manufacturer’s instructions.

N. Holzscheck et al.

9

Published in partnership with the Japanese Society of Anti-Aging Medicine npj Aging and Mechanisms of Disease (2021)    15 



Transcriptome sequencing
Transcriptome libraries were prepared using the TruSeq Library Prep Kit
(Illumina) and sequencing performed at 1×50 bp on Illumina’s HiSeq
system to a final sequencing depth of 100 million reads per sample.
Sequencing data were processed using a custom pipeline including Fastqc
0.11.782 for quality control, Trimmomatic 0.3683 for trimming, and Salmon
0.8.184 for read mapping against the GRCh38 build of the human
transcriptome and read quantification in the form of transcripts per
million (TPM).

Pathway-based neural network architecture
The network was implemented using keras85 with a tensorflow86 backend
and fully coded in R 3.6.187. In the following and for the purpose of this
work, we will use the term “pathway” to denote any gene sets or
knowledge-guided collections of genes involved in distinct biological
processes. In order to embed this pathway information into the network,
first a binary ‘gene × pathway’ filter matrix was constructed based on gene
annotations to the Hallmark pathway collection13. This filter matrix was
used to set the crucial gene-specific connections between input neurons
and the neurons in the first pathway layer. The following hidden layers
operated in a pathway-centric manner. Neurons assigned to the same
pathway were densely connected to each other to allow the network
maximum flexibility to process and learn pathway representations from
the data, while no connections to neurons of other pathways were
allowed, as this would break the chain of interpretability. Information of
each pathway was then aggregated in a final neuron, serving a dual
purpose as both a step to condense the pathway information in one
neuron per pathway and as an auxiliary output of pathway neuron
activations to update the network loss during training and for further
analysis purpose during inference. Finally, this pathway output layer was
connected to a common output neuron in the last layer, tasked with
aggregating the information passed by the pathway neurons to a final age
estimate. The number of neurons within the hidden layers was adjusted to
the number of genes in each pathway and thus determined for every
pathway individually as shown in Eq. (1):

number of neurons ¼ 5þ number of genes
f

� �
(1)

This established a minimal size of 5 neurons per layer for each pathway,
with additional neurons awarded with increasing pathway size to
accommodate an increase in regulatory complexity. The neuron scaling
factor f that determined the number of neurons added per additional gene
was set to 2 in the final model (Supplementary Fig. 5a). The number of
hidden layers was set to 4, as testing with more layers showed no
additional gains in accuracy justifying a further increase in complexity
(Supplementary Fig. 5b). Taken together, this setup resulted in a final
network with 1,740,858 trainable parameters. In order to improve
generalization ability and control overfitting of the model, dropout layers
were inserted between the hidden layers, randomly dropping connections
between the hidden layers in the training phase. Furthermore, global
weight decay (regularization factor= 0.01) was implemented as another
form of regularization, improving generalization ability of the model.
The model used ‘elu’ (exponential linear units) activation functions88 in

all hidden layers, and was accordingly initialized using the He-initialization,
a weight initialization scheme optimized for ‘relu’-like activation
functions89.
The loss function for model training combined two individual losses,

calculated from the mean squared error (MSE) of the main and auxiliary
outputs of the network, joined together by a balancing hyperparameter
alpha as shown in Eq. (2):

loss ¼ 1� alphað Þ �MSEmain þ alpha �MSEauxiliary (2)

The advantages of this are two-fold: (i) It forces all parts of the network
to be trained, ensuring that the all encoded information is utilized, and all
pathway neurons are active. This is critical, as early testing showed that
without the added auxiliary loss, the network would heavily rely on only
one or few pathways, the selection of which varied greatly depending on
initial weight configuration (Supplementary Fig. 4a). This resulted in very
poor reproducibility between network reboots and only a fraction of the
available information being utilized. (ii) All pathway neurons now generate
a positive continuous output, which is essentially an age estimate based on
the information encoded in the pathway or ‘pathway age’. This has clear
benefits for the interpretability of the neuron activations, whose scale and
direction could otherwise vary greatly between network reboots and

which stabilized significantly through the addition of the auxiliary loss
(Supplementary Fig. 4b). Alpha was set to 0.4 in the final model after
testing different configurations (Supplementary Fig. 5c).
The training of the model was performed using stochastic gradient

descent with Adam90 and a learning rate of 0.001, with a mini-batch size of
16 samples for a total of 200 epochs. Table 1 summarizes the parameters of
the pathway-based neural network.

Ensemble setup
In order to further improve both reproducibility and accuracy of the model,
the final setup was designed as an ensemble of several individual
networks. For this, 10 single networks were trained separately, and then
joined to a common input layer and a shared main and auxiliary output. In
the shared output layers, individual outputs by the 10 networks are
averaged to generate the final model estimates. The ensemble setup
proved successful in further stabilizing the intermediate neuron activations
and thereby improving reproducibility (Supplementary Fig. 4c).

Fully connected neural network
To assess any potential trade-off between transparency and model
precision, we trained an ensemble of 10 fully connected neural networks
with the same number of layers per network, a comparable number of
parameters, trained for the same number of epochs on the same data with
the same training/test split as used for our pathway-based model. Table 2
summarizes the parameters of the fully connected neural network.

Assessment of visual age and association analysis
In order to generate estimates of phenotypic aging state to compare with
the transcriptomic age estimates by the model, we used portrait images of
154 randomly sampled subjects from the test set. The images were
captured in a standardized setup, taking evenly lit (through the use of a
flash diffuser), non-polarized and color-controlled frontal portrait images of
the test subjects with their eyes closed, any hair (except facial hair) covered
to reduce the impact of features unrelated to the skin, and any make-up
removed beforehand. The images were then presented to a blinded panel
of 31 experts that were asked to estimate the ages of the subjects based
on these photographs. The individual age estimates were then averaged
over the panel, which resulted in the final visual age estimates, which
showed generally very good concordance with chronological ages with a
median absolute error of 4.38 years. Linear models were then employed in
R87 to test for an association between transcriptomic and visual age
estimates, whilst adjusting for chronological age and gender (Supplemen-
tary Table 1).

Table 1. Pathway-based neural network parameters.

Parameter Value

Number of input genes 4359

Number of input pathways 50

Number of parameters 1,740,858

Activation function elu

Weight initialization He

L2-regularization (weight decay) 0.01

Dropout rate (drop probability) 0.1

Loss calculation Mean squared error (main and aux.
output)

Hyperparameter alpha 0.4

Optimizer Adam

Learning rate 0.001

Mini-batch size 16

Training epochs 200

Training samples 620

Test samples 267
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In silico gene knockdown and overexpression experiments
The perturbation of single genes was performed by up- or downregulating
gene expression by a common log2 fold-change (which was −2 for all
knockdown experiments, unless otherwise specified) in all samples of
the test set (n= 267) and comparing the model’s predictions with the
unperturbed baseline predictions per sample. For the assessment of age
impact, the changes in the main output neuron generating the overall
age estimate were analyzed. For assessing the impact on the aging state of
the biological pathways, the activity of the auxiliary output neurons was
monitored instead, and the generated outputs of these neurons were
similarly analyzed by comparing the ‘pathway age’ estimates with the
unperturbed baseline estimates per sample.
The map of the aging pathway landscape shown in Fig. 3e was

generated by embedding the perturbation effects from all gene knock-
downs on each of the auxiliary pathway neurons using t-distributed
stochastic neighbor embedding (tSNE) into two new dimensions91, using
the implementation of the algorithm in the routine R package92.

Mapping Rattus norvegicus genes to human homologs
Rattus norvegicus genes from the caloric restriction signatures (genome
build Rnor_6.0) were mapped to their human homologs (genome build
GRCh38) using the biomaRt R package93.

Perturbation experiments using complex gene expression
signatures
Assessing the impact of more complex transcriptional signatures was
performed by up- or downregulating each significantly differentially
regulated gene (cutoff was an FDR < 0.05) in the signature by the exact
effect size (determined by its log2 fold-change) recorded by the differential

gene expression analysis. The analysis was again performed using all
samples of the test set (n= 267) and comparing the predictions of the
perturbed data with the unperturbed baseline predictions per sample, as
with the single gene knockdowns. Significance of impact was determined
using one-sample Wilcoxon rank-sum tests, testing for the difference in
medians from an effect size of 0. When more than one comparison was
performed, p-values were adjusted for multiple testing using the
Holm–Bonferroni method94. Table 3 shows a summary of the signatures
used for the perturbation experiments.

General data analysis and visualization
Data analysis in R87 further included the usage of the packages data.table95

and dplyr96 for data handling, as well as the packages ggplot297 and
ggpubr98 for data visualization.

Reporting summary
Further information on research design is available in the Nature Research
Reporting Summary linked to this article.
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concomitant DnA methylation 
and transcriptome signatures 
define epidermal responses 
to acute solar UV radiation
nicholas Holzscheck 1,2*, Jörn Söhle 1, Torsten Schläger1, Cassandra Falckenhayn 1,  
Elke Grönniger 1, Ludger Kolbe 1, Horst Wenck 1, Lara Terstegen1, Lars Kaderali 2, 
Marc Winnefeld 1 & Katharina Gorges1*

The simultaneous analysis of different regulatory levels of biological phenomena by means of 
multi-omics data integration has proven an invaluable tool in modern precision medicine, yet many 
processes ultimately paving the way towards disease manifestation remain elusive and have not 
been studied in this regard. Here we investigated the early molecular events following repetitive UV 
irradiation of in vivo healthy human skin in depth on transcriptomic and epigenetic level. Our results 
provide first hints towards an immediate acquisition of epigenetic memories related to aging and 
cancer and demonstrate significantly correlated epigenetic and transcriptomic responses to irradiation 
stress. The data allowed the precise prediction of inter-individual UV sensitivity, and molecular 
subtyping on the integrated post-irradiation multi-omics data established the existence of three 
latent molecular phototypes. Importantly, further analysis suggested a form of melanin-independent 
DNA damage protection in subjects with higher innate UV resilience. This work establishes a high-
resolution molecular landscape of the acute epidermal UV response and demonstrates the potential of 
integrative analyses to untangle complex and heterogeneous biological responses.

Solar UV irradiation has complex and ambivalent effects on the human organism. Beneficial effects of sun expo-
sure are thought to be mainly mediated by vitamin D, which is synthesized in the skin through a photosynthetic 
reaction triggered by exposure to UVB. Vitamin D was primarily acknowledged for its importance in bone for-
mation, increasing evidence however points to its influence on the proper functioning of nearly every tissue in 
our  bodies1. In contrast to this however, solar UV irradiation is also the most abundant risk factor for skin cancer 
and other extrinsically influenced skin  disorders2,3. It is well established that UV irradiation both directly and 
indirectly induces DNA damage. Direct damage is mainly a result of UVB and to lesser extent UVA irradiation, 
causing dimerization of adjacent pyrimidine bases, a frequent cause of mutations during  replication4. Indirect 
DNA damage results mainly from oxidative stress, caused by free radicals and cellular reactive oxygen species, 
which increase after UV  irradiation5. Damaged DNA, if not properly repaired, interferes with many cellular 
mechanisms such as transcription, the cell cycle and replication and can give rise to mutations and epigenetic 
alterations, driving genomic instability and ultimately carcinogenesis.

Human skin has developed several defense systems to guard against the damaging effects of UV: Prominently 
these include structural changes to the tissue such as epidermal thickening and the synthesis of melanin, but they 
also comprise quick molecular adaptations like the suspension of cell cycle and gene transcription, as well as the 
activation of DNA repair pathways. The extent of protection afforded by these mechanisms however is character-
ized by high inter-individual  variation6. The stratification of individual UV response is thus highly important for 
risk assessment in cancer prevention (UV-protection), therapeutic dose determination (PUVA therapy) and in 
the understanding of the biological processes leading to malignancies (e.g. squamous skin cancers). Fitzpatrick 
skin type  categories7 have been widely used as an indicator and predictor of sun sensitivity in epidemiology 
and experimental photobiology. However, this categorization is hampered by subjectivity and is prone to recall 
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 error8. In a study assessing the reliability of Fitzpatrick skin type classifications for instance, only ~ 60% of all 
study participants self‐identified as the same skin type after repeated questioning a few months  later9. Several 
authors have investigated the relationship between Fitzpatrick skin type and minimal erythema dose (MED)10–13, 
a more objective measure of UV sensitivity frequently used in clinical or research settings, showing increasing 
MED with higher Fitzpatrick classification in general, but with considerable intergroup variation.

DNA methylation is a covalent epigenetic modification of cytosine to 5-methylcytosine, occurring within CpG 
 dinucleotides14,15. Although methylations of adenine have been reported as well, these have so far received consid-
erably less attention. Methylation of CpG sites in the human genome is an important regulatory mechanism that 
can lead to the activation or repression of gene transcription. Modifications are established and maintained by a 
set of specific enzymes called DNA methyltransferases. DNA methylation is generally considered to represent a 
regulatory interface between environmental cues and the genome and might cause or allow long-lasting changes 
in gene transcriptional  activity16. Our current knowledge about epigenetic changes associated with acute UV 
irradiation, its contribution to transcriptomic alterations and implication in skin photobiology, remains very 
limited. Previous studies have shown however, that chronic solar UV gives rise to large hypomethylated blocks 
of DNA in the healthy epidermis and that these blocks are conserved in cutaneous squamous skin  carcinomas17, 
underlining the importance of studying DNA methylation in the context of solar irradiation. In addition, a 
multi-omics analysis of UV irradiated keratinocytes recently identified several new UV target genes including 
CYP24A1, GJA5, SLAMF7 and  ETV118, demonstrating the value of multi-layered omics analyses in unraveling 
biological phenomena and enabling more reliable biomarker detection, as it has similarly been shown in cancer 
research, allowing molecular diagnosis and prognosis, often utilizing DNA methylation  markers19,20.

Here we hypothesized that integrative analysis of UV induced epigenetic and transcriptomic alterations 
in vivo might help to decipher inter-individual responses to environmental challenges and give hints towards 
early pathogenesis. For this reason, we generated high-resolution multi-omics molecular profiles of the in vivo 
irradiated epidermis. Our results provide evidence that a UV induced epigenetic memory might be established 
already after short term repetitive UV irradiation. Integrative analyses of methylation and expression data reveal 
previously unnoted pathways involved in the acute epidermal UV response and allow the precise inter-individual 
prediction of MED without the need for prior UV irradiation. Finally, analysis of these molecular phototypes 
indicates the existence of a melanin-independent form of damage protection in individuals with higher innate 
resilience to UV irradiation.

Results
UV irradiated epidermis shows genome-wide aberrant methylation patterns and substantial 
transcriptomic reprogramming. Elucidating the complex molecular mechanisms underlying UV-gene 
interaction might offer new insights into how UV modulates skin homeostasis and disease pathogenesis to help 
improve the prevention of UV-induced skin aging and related pathologies. In order to obtain a comprehen-
sive picture of the molecular events regulating acute epidermal photobiology, 32 female Caucasian volunteers 
(Fitzpatrick phototypes 1–4) where irradiated with individually calibrated doses of 0.9 MED using a full spec-
trum solar simulator on three subsequent days on a sun-protected area on their lower backs. 24  h after the 
last irradiation, suction blister roofs were extracted from irradiated and control sites of each subject and gene 
expression profiling (Illumina RNA seq) and concomitant DNA methylation profiling (Illumina EPIC Arrays) 
were performed. Paired differential expression and methylation analyses between irradiated and control areas 
revealed that in total 20.5% (FDR < 0.05) of all interrogated CpGs and 32.4% (FDR < 0.05) of all detected gene 
transcripts were significantly altered in response to irradiation. These considerable changes were spread over 
the whole genome, with notable exceptions only occurring in the regions around the centromeres and in some 
constitutively heterochromatic regions e.g. on chromosome 13 (Fig. 1a). In general, a tendency towards hypo-
methylation was detected with 65.1% of all significant CpGs decreasing in methylation. Notably, the tendency 
towards hypomethylation increased from open sea regions to CpG-islands (Fig. S1 a).

Large blocks of the genome have previously been shown to be hypomethylated in chronically sun-exposed 
epidermal samples in comparison to protected  skin17,21 and have also been associated with clinical measures 
of  photoaging17. How quickly this epigenetic imprinting in response to UV exposure occurs however, is so far 
unknown. We thus investigated whether early indications of photoaging were already detectable after acute 
repetitive UV irradiation and analyzed the methylation status within the previously reported  regions17 in our 
data. We found that in over a fifth of the originally described genomic blocks (49/224) the observed methylation 
changes after acute irradiation correlated very well with the reported patterns (Fig. 1b), differing mainly in mag-
nitude in comparison to chronically exposed skin. This delivers evidence that epigenetic alterations in response 
to extrinsic stimuli can manifest quickly after external stimulation and suggests that even few repetitive sunburns 
can be sufficient to impact epigenetic imprinting in genomic regions associated with extensive photoaging.

Considering the extent of alterations in methylation patterns in response to acute irradiation and the universal 
role of DNA methylation in cancer biology, we then also performed a comparison of pan-cancer methylation 
 signatures22 to our data, to establish if any overlap in signatures could be observed. The analysis revealed a small 
number of genomic regions with methylation changes post-irradiation very much reminiscent of those found 
aberrantly methylated in cancerous tissue. Most of these showed extensive hypomethylation (Supplementary 
Fig. S2a,b). Whether these alterations are in fact linked to carcinogenesis or purely a product of stochasticity 
will remain to be determined, but the overlap and extent of correlation raises concern and might warrant further 
investigation.

Genome-wide correlative analyses of gene expression and methylation reveal coordinated 
changes in known and novel players of the UV response. Methylation can lead to long-lasting acti-
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Figure 1.  Epigenetic and transcriptomic changes of irradiated samples compared to non-irradiated controls: (a) Circos plot 
showing differential methylation (m, outer circle) and expression (e, inner circle) in response to irradiation to 0.9 MED in a 
genomic context (FDR < 0.05). Amplitude of points corresponds to log2 fold-change with the solid black line representing no 
change. Hypomethylated CpGs and downregulated genes are colored in blue, hypermethylated CpGs and upregulated genes in 
yellow. Colored bands in the karyogram mark centromeres (red) and heterochromatin status (grey to black). (b) Differential 
methylation of 49 genomic regions previously associated with chronic sun-exposure17 compared to differential methylation 
after acute repetitive irradiation. (c) Volcano plot of differential gene expression in response to irradiation. Differentially 
expressed genes with ≥ 3 differentially methylated CpGs are marked in red. (d) Genome-wide ratio of differentially up- and 
downregulated genes with concomitant change in methylation (≥ 3 CpGs). (e) Protein–protein-interaction network between 
the most interconnected differentially expressed and methylated genes. Points are scaled by the negative logarithmized FDR 
of differential expression and colored by log2 fold-changes. Edges are scaled by confidence of interaction. (f) Significantly 
correlated differential expression and enhancer methylation of CARD14, expression and TSS200 methylation of IRF8, 
expression and TSS200 methylation of CSNK2A2, and expression and TSS200 methylation of KRT17. Plots were generated 
using R v3.6.176 software.
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vation or repression of gene transcription and analysis of simultaneously regulated genes on methylation and 
transcription level have been shown to yield higher prognostic values in several pathophysiological  states23,24. We 
thus mapped the most stably differentially expressed genes and CpGs by genomic position and observed a high 
proportion of genes with equally pronounced methylation changes. Analysis revealed that 29.3% of all upregu-
lated genes (FDR < 0.05 and  log2FCabs > 0.5) harbored at least three differentially methylated CpGs (FDR < 0.05 
and  log2FCabs > 0.2), whereas for downregulated genes this number increased significantly further to 34.3% 
(Fig. 1c,d), with a high number of genes exhibiting inverse correlations to their methylation state. Stratifying the 
significant CpGs within these genes by regulatory regions revealed they were most frequently located in enhanc-
ers and more seldom in exon regions (Supplementary Fig. S1d). Analyzing known protein–protein-interactions 
between these differentially regulated and methylated genes (DEMGs) using  STRING25 revealed a network of 
highly interconnected proteins surrounding ESR1, the estrogen receptor α, which was found downregulated fol-
lowing repetitive irradiation (Fig. 1e). Estrogen receptor α expression has been shown to be reduced following 
UV irradiation in vitro  before26, and its activity has been linked to photoimmune suppression in animal studies. 
In mice, estrogen receptor antagonists were found to exacerbate immune suppressive action in a dose-dependent 
manner with estradiol treatment exerting protective effects  respectively27, and the estrogenic compound equol 
protecting against irradiation-induced  carcinogenesis28. Notably, the core network also involved the similarly 
downregulated retinoic × receptor α, previously linked to a functional vitamin A deficiency in the skin following 
UV  irradiation29 and thereby contributing to photoaging.

We next performed genome wide correlation analyses of all annotated genes and interrogated CpGs to identify 
significant linear correlations between gene expression and methylation in annotated functional gene regions. 
Modeling gene expression as a function of mean methylation for all CpGs in potentially regulatory gene regions 
(enhancers, 1,500 bp and 200 bp upstream of the TSS as well as exon regions) revealed 2,267 significant associa-
tions after multiple testing correction. Again, most of these associations were found with alterations in methyla-
tion patterns in enhancer regions. Among these highly correlated differentially expressed and methylated genes 
we identified several known and previously described actors in the UV response, such as CYP24A1, BRCA2, 
NOTCH2, FOXO3 and GATA3. Examples also included the observed hypomethylation and upregulation of 
CSNK2A2, a catalytic subunit of Casein kinase II, a ubiquitous serine/threonine protein kinase involved with 
a manifold of cellular processes, such as cell cycle control and apoptosis and the immune-modulatory keratin 
KRT17 (Fig. 1f), both of which have previously been associated with UV response and tumorigenesis. Remark-
ably some of the identified genes, e.g. CARD14 or IRF8 (Fig. 1f), have thus far not been associated with UV 
irradiation, possibly reflecting the variance between in in vivo and in vitro generated data. Interestingly however, 
CARD14 mutations have been observed previously in psoriasis patients. Gain-of-function CARD14 mutations 
in mice lead to spontaneous psoriasis-like skin inflammation by inducing activation of the IL-23-IL-17 axis in 
keratinocytes and thereby immune cell  infiltration30. In contrast  CARD14−/− mice displayed attenuated skin 
inflammation in murine psoriasis  models31. Demethylation-driven CARD14 activation in irradiated cells of 
the human epidermis might thus present a hitherto undiscovered mechanism of epidermal UV response. The 
transcription factor IRF8 was found concomitantly significantly hypermethylated and downregulated, which 
is significant given its function as a tumor suppressor and its frequent downregulation in various cancer types 
through epigenetic  silencing32–34. Recently IRF8 has further been implicated in cutaneous wound  healing35, the 
methylation-driven downregulation of IRF8 might therefore constitute a novel mechanism contributing to the 
observed impairment of wound healing following irradiation. Notably, IRF8 is located within one of the genomic 
regions differentially methylated in photoaged  skin17, it would therefore be interesting to investigate its functional 
role in photoaging, even more so considering the age-associated impairment of wound healing in the skin and 
the increased risk of developing skin cancer that is associated with both chronic sun-exposure and higher age.

Pathway analysis shows distinct functional enrichments for methylation-associated tran-
scriptional alterations. Since the dissection of DEMGs revealed several genes which had previously not 
been connected to epidermal UV responses, we performed pathway analyses by means of gene set enrichment. 
Multiple pathways were strongly enriched with DEMGs, including DNA repair, immune signaling and stress 
response, strengthening the notion that DEMGs are at the heart of known and key response mechanisms to UV 
irradiation (Fig. 2a,b). In addition, a high number of enriched pathways were involved in metabolic processes, 
including some that had previously not been assigned to the canonical UV response pathways. Prominently 
these were linked to lipid biosynthetic and cofactor metabolic processes (Fig. 2c). Lipid synthesis in the epi-
dermis is vital to skin permeability and barrier function, one of the skin’s most crucial functions. Outer epi-
dermal keratinocytes secrete lamellar bodies, which are unique to the  epidermis36 and contain phospholipids, 
glycosyl-ceramides, sphingomyelin, as well as cholesterol and numerous enzymes, including lipid hydrolases, 
such as β-glucocerebrosidase, acidic sphingomyelinase, secretory phospholipase A2 (sPLA2), and acidic/neutral 
 lipases37,38. When the permeability barrier is perturbed, both the secretion and synthesis of lamellar bodies is 
stimulated, which allows for the rapid repair and normalization of permeability barrier  function39. So far only 
few studies have evaluated the effect of UV on the stratum corneum. They provide evidence for an increased 
epidermal lipid synthesis in response to UV radiation and alterations of lipid  profiles40–42, however these studies 
gave no functional correlation to genes or mechanisms involved. In addition, atopic dermatitis and psoriasis 
patients display modified lipid profiles and both groups are known to benefit from UV therapy. Induced DEMGs 
related to lipid biosynthetic processes might therefore provide evidence of an understudied UV response mecha-
nism and potentially aid in identifying novel targets to help the regeneration of diseased skin. Differentially 
upregulated genes involved with other notably positively enriched pathways, such as TYMS and DHFR (Fig. 2c), 
are mainly involved in nucleotide synthesis and alterations to their increased expression may be part of impor-
tant cellular responses that ensure proper DNA repair through the replenishment of DNA precursor molecules. 
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Figure 2.  Biological pathways affected by simultaneous changes in both methylation and expression patterns 
in response to UV irradiation: (a) Volcano plot of enriched GO terms based on the analysis of differentially 
expressed genes with concomitant changes in methylation patterns (≥ 3 CpGs) with positively enriched 
pathways colored in yellow and negatively enriched pathways in blue (b) Distribution of log2 fold-changes 
in pathway enrichment after irradiation. (c) Enriched pathways involved with lipid biosynthesis and cofactor 
metabolic processes. Pathways are shown as circles with points corresponding to genes annotated to each 
respective pathway. Genes are colored by up- (yellow) or downregulation (blue) with size scaled to the negative 
log10 of the FDR derived from differential expression analysis and ordered by log2 fold-changes. Circles 
underneath pathway names represent proportions of differentially regulated (e) and methylated (m) genes 
within each gene set. Numbers to the left of the circles summarize the overall percentage of differentially 
expressed genes per pathway (FDR < 0.05). Plots were generated using R v3.6.176 software.



6

Vol:.(1234567890)

Scientific RepoRtS |        (2020) 10:12918  | https://doi.org/10.1038/s41598-020-69683-8

www.nature.com/scientificreports/

The extent and magnitude of differential regulation in these pathways indicates high cellular priorities of these 
processes. These findings might warrant further investigation, as these pathways may be vital to maintaining 
genomic stability after UV irradiation.

Molecular data allow precise inter-individual prediction of UV tolerance without experimental 
irradiation. Prediction of UV response is an important tool for risk assessment and prognostication of sun 
tolerance, photoaging, skin cancer and phototherapy. As a proxy for UV sensitivity, the Fitzpatrick scale is often 
 used7. The Fitzpatrick scale or Fitzpatrick phototypes are a subjective, semi-quantitative scale made up of six 
phototypes that describe skin color by basal complexion, melanin level, and subjective assessment of inflamma-
tory response to  UV43. A more accurate way to measure UV tolerance is the experimental determination of the 
MED, which includes the acute irradiation of a test area with different UV dosages and a subsequent assessment 
of the minimal dose leading to erythema  manifestation13,44. This method produces accurate and objective results, 
but is potentially harmful as it exposes the test subject to UV irradiation during the assessment. In the present 
study, subjects ranging from Fitzpatrick phototype 1 to 4 were analyzed and their MED assessed. As expected 
from previously published  data8,9,11, stratification of donors using the Fitzpatrick classification was a relatively 
poor predictor of MED. For instance, the measured MED values for subjects of Fitzpatrick phototype 4 varied 
from 99.7 up to 210.4 mJ/cm2. We thus set out to explore if the assessment of individual UV sensitivity could 
be improved using molecular markers, forgoing the necessity to expose test subjects to harmful UV irradiation 
in the first place. We employed lasso regression models to attempt the prediction of individual UV sensitivity, 
as measured by MED, based on gene expression and DNA methylation data and a dataset combining expres-
sion and methylation features. The data included both irradiated and control samples, in order for the models 
to select features that would allow reliable estimation of UV tolerance irrespective of prior sun exposure of the 
tissue. The tenfold cross-validated predictions showed a high accuracy achieved by both expression- and meth-
ylation-based models (Fig. 3a,b), far outperforming the Fitzpatrick classifications with median absolute errors of 
13.35 mJ/cm2 (expression-based) and 5.08 mJ/cm2 (methylation-based). Models built using DNA methylation 
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Figure 3.  Prediction of inter-individual UV sensitivity from molecular data and identification of MED-
correlated molecular phototypes: (a) Cross-validated predictions of MED from gene expression data using 
lasso regression models. (b) Cross-validated predictions of MED from DNA methylation data. (c) Cross-
validated predictions of MED from combination of gene expression and DNA methylation data. (d) Fused 
similarity network generated from gene expression and DNA methylation data of irradiated samples, with nodes 
colored by molecular phototypes identified through spectral clustering. (e) Distribution of MED stratified by 
the molecular phototypes identified through spectral clustering on the fused similarity network. Statistical 
comparison was performed using unpaired two-sided t-tests. Plots were generated using R v3.6.176 software.
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features in particular were able to predict individual UV sensitivity to a remarkable degree, indicating a strong 
epigenetic component associated with UV tolerance. The combination of both expression and methylation data 
yielded the most accurate prediction model with a median absolute error  of  4.6  mJ/cm2, suggesting further 
complementarity in the two data levels (Fig. 3c). Model performance was similar on irradiated and control sam-
ples, demonstrating the utility of the method irrespective of exposure status (Supplementary Fig. S3a–c). To our 
knowledge this is the first attempt to derive an accurate estimation of UV sensitivity purely from molecular data, 
which provides a reliable tool to assess individual UV tolerance, which importantly does not necessitate putting 
patients at risk of prior irradiation of the skin, as is the case with regular MED assessment.

Multi-omics integration allows the identification of latent subgroups among irradiated sam-
ples. Considering the predictivity of the multi-omics data with regard to UV sensitivity, we decided to use 
an integrative approach to search for heterogeneity in the biological UV response. For this we integrated gene 
expression and methylation data from irradiated samples using similarity network  fusion45. Similarity network 
fusion is a flexible network-based method for integrating different levels biological data, otherwise mostly 
employed in cancer research: First, a separate similarity network is created from each data level, with samples 
represented as nodes and similarities in profiles as edges. In a second step, the separate networks are then inte-
grated using an iterative algorithm that strengthens edges between individual samples present in several levels 
of data, and finally converges into a fused similarity network that incorporates information from all the different 
data levels. In our case, this lead to a fused network incorporating information from both gene expression and 
DNA methylation data of the irradiated samples (Fig. 3d). Spectral clustering on the fused network then identi-
fied three latent subgroups in the multi-omics data, indicating differences in the biological responses to UV by 
different test subjects, and allowing their classification into distinct subtypes. The identified subtypes showed 
very high association to the MED (Fig. 3e) and allowed a better stratification of subjects based on UV sensitivity 
than Fitzpatrick phototypes, especially in the higher MED range (Supplementary Fig. S4a,b). Molecular subtyp-
ing of the skin with regards to UV response using these molecular phototypes (MPs) could prove helpful in 
developing preventive interventions, stratifying patients for risk factors (e.g. skin cancer and disease) and yield-
ing deeper insights into molecular response mechanisms to irradiation.

Molecular phototypes reveal divergent biological responses to UV irradiation connected to 
cytokine response, programmed cell death and DNA damage sensing and repair. To charac-
terize the biological processes underpinning the variability of UV responses exhibited by the identified MPs, 
we assessed the importance of all pathways in the GO term collection with regard to UV response. For this we 
employed pathway-based machine-learning classifiers that were based on support vector machines using radial 
basis function kernels, capable of learning non-linear patterns from high-dimensional data. These classifiers 
were trained to predict irradiation status of a sample using gene expression data from a given pathway, and 
each “pathway model” was subsequently scored for how well it enabled discrimination between the groups in a 
repeated cross-validation scheme. This yielded a predictivity score for every gene set, ranking all pathways on a 
common scale whilst also capturing non-linear gene regulation patterns. Predictivity was assessed for all path-
ways stratified by the three identified MPs, allowing the identification of biological processes predictive for the 
UV response for a given subtype and thus also revealing pathways whose regulation diverges between the three 
subgroups. This resulted in a mapping of the whole pathway landscape with regard to UV response relevance 
within the three subtypes (Supplementary Fig. S5).

The on average most predictive pathways were involved with DNA damage response mechanisms such as cell 
cycle transition, DNA replication and chromosome condensation in concordance with the top pathways obtained 
using gene set enrichment earlier. Further analysis of the involved pathways however revealed divergent patterns 
between the three molecular subtypes (Fig. 4a). MP 1 and 2 for instance exhibited stronger signals in pathways 
associated with inflammatory and immune signaling in comparison to MP 3. In case of MP 1, the subgroup with 
the lowest average MED, these related strongly to inflammasome activation and cytokine response, both gener-
ally well-described responses in regards to UV irradiation in human  skin46–49. In comparison, MP 2 exhibited 
decreased inflammasome predictivity scores but on the other hand a stronger type I interferon response than 
either MP 1 or MP 3. MP 2 was further singled out by stronger signals detected in apoptotic and autophagy 
pathways compared to the other subgroups. This might be connected to a stronger regulation in p53 related 
signaling pathways, as signaling by p53 class mediators showed increased predictivity in this subtype accord-
ingly. Taken together this could indicate a higher efficiency in clearing cells with unrepairable DNA damage 
from the tissue. Both MP 2 and MP 3 further showed higher activities in pigment metabolic processes, which 
is in concordance with the stronger tanning responses observed in more UV tolerant  skin50. MP 3 on the other 
hand, incorporating subjects with the highest recorded UV resilience in our cohort, was defined by the strongest 
pathway signals detected in cell cycle checkpoint and DNA synthesis pathways, as well as genes involved with 
chromosome condensation. These findings are indicative of a higher sensitivity of the DNA damage sensing 
machinery in MP 3 subjects in response to irradiation, which would provide a more tightly regulated cessation 
of DNA replication and thus more time for the repair of UV-induced DNA damage. This hypothesis led us to 
investigate the extent of DNA photodamage in the samples of study subjects from the different molecular pho-
totypes. We profiled the most common and important form of UV-induced damage to the DNA, the formation 
of cyclobutane pyrimidine dimers (CPDs), a frequent cause of mutation in the skin after UV irradiation, that 
directly links UV damage to  carcinogenesis51. Analysis of the extent of CPDs detectable in the samples revealed 
lower abundances of CPD-alterations in the DNA of MP 3 subjects compared to the other molecular phototypes 
(Fig. 4b). This supports not only the model predictions but also the hypothesis of a pigmentation-independent 
UV protective mechanism in highly UV tolerant skin after repetitive irradiation. The identification of the direct 
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mechanics and the elucidation of key players involved with this response will be important directions for future 
studies, as they may have potential implications for skin cancer prevention.

Discussion
Epigenetic changes are considered to play a fundamental role in establishing gene expression patterns and 
providing a genomic response mechanism towards extrinsic influences. However, the experimental evidence 
describing the extent of this response still remains somewhat limited in many biological processes. We have gen-
erated comprehensive methylation and expression profiling data to enable a more comprehensive examination 
of the intricacies of epidermal UV responses. Our results provide first hints towards an immediate acquisition 
of aging and cancer related epigenetic patterns in response to UV irradiation. In accordance with these findings, 
epidemiological studies have previously established a causal role for short term UV exposure (e.g. blistering 
sunburns) during childhood and adolescence in the late epidermal cancer  pathogenesis52,53. The spectrum of 
driver mutations related to skin cancer provides unequivocal genomic evidence for a direct mutagenic role of 
UV light in  carcinogenesis54–56. Meanwhile, genomic sites of mutation in skin cancer frequently coincide with 
CpG-islands57,58, regions of high DNA methylation density, which has been attributed to the higher vulnerability 
of 5-methylcytosine bases to CPD-formation59,60. Apart from potential mutagenic effects, recent publications also 
revealed that actinic keratosis samples already bear the classical methylation features of cutaneous squamous 
cell  carcinomas61. These reports are consistent with the notion that epigenetic imprinting might present another 
common mechanism of both photoaging and carcinogenesis.

In general, substantial inter-individual variation in UV tolerability and cancer risk can be observed among 
Caucasian subjects. Genetic factors like polymorphisms of the melanocortin 1 receptor (MC1R) gene correlate 
with fairness of skin, UV sensitivity and enhanced cancer risk, however do not fully explain the diversity of UV 
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Figure 4.  Molecular subtyping identifies heterogeneous biological responses to irradiation that correlate with 
innate UV sensitivity: (a) Heatmap showing the predictivity of the most defining pathways for each of the 
molecular phototypes to UV irradiation. The heatmap is scaled by pathway to enhance readability, average 
predictivity of a given pathway over all three molecular phototypes is shown to the left of the heatmap in 
original scale. (b) Extent of DNA damage in the form of cyclobutane pyrimidine dimers (CPDs) measured in 
the molecular phototypes 24 h after the last irradiation. Statistical comparison was performed using unpaired 
two-sided t-tests. Plots were generated using R v3.6.176 software.
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responses, suggesting the possibility of epigenetic involvement in UV sensitivity and  pathogenesis44. In support 
of this, the molecular data and methylation-based features in particular allowed the highly precise prediction of 
individual UV sensitivity without any prior irradiation, delivering new and strong evidence of an epigenetic com-
ponent to individual UV tolerance. Further molecular evidence of the heterogeneity in response to irradiation 
was delivered by the molecular subtyping analysis, where clustering on the integrated multi-omics data revealed 
three different molecular phototypes (MPs) among irradiated samples with distinct biological signatures. The 
MPs differed most prominently in their association with pathways regarding cellular stress response, apoptosis/
autophagy and DNA damage sensing and repair (MP 1–3, respectively). In an attempt to validate the predicted 
improved damage sensing and DNA repair of the most UV resilient MP 3, we analyzed the extent of cyclobu-
tane pyrimidine dimers (CPDs) at 24 h after the last irradiation, as readout of UV-induced DNA damage and 
mutagenic potential. Significantly, this data indeed revealed a decreased amount of CPDs after UV irradiation 
in MP 3 compared to lower MPs. This is in line with some previous studies which showed lower CPD counts 
in irradiated samples derived from higher  phototypes62,63, although no molecular mechanisms could so far be 
elucidated. Interestingly, studies of this type often suffered from substantial biological variation within each 
phototype as well, once more highlighting the need for better stratification and potentially explaining why the 
mechanisms leading to these observations could so far not be elucidated in ex vivo tissue. Notably, our study 
setup differed slightly from most of the previous by making use of a repetitive irradiation scheme, potentially 
widening the window for detecting inter-individual differences in response mechanisms.

The most intensely explored UV-protection mechanism of the human skin is melanin pigmentation. Mela-
nin serves as a physical barrier that scatters UVR and as an absorbent filter that reduces the penetration of 
UV through the  epidermis64. The efficacy of melanin as a sunscreen in darker skin is two- to four-fold higher 
compared to  Caucasians65. However individuals with highly pigmented skin have been found 16–500 times less 
likely to present with skin cancer compared to individuals with fair  skin53,66–68. The type of melanin produced 
also plays an important role in skin cancer risk determination. The photoprotective effects of melanin are mainly 
attributed to eumelanin. Pheomelanin on the other hand has only weak photoprotective properties and has even 
been found to contribute to carcinogenesis by a mechanism of oxidative  damage69. Still, even less deeply pig-
mented ethnicities such as Asians present far lower skin cancer rates compared to  Caucasians53, hinting towards 
the existence of additional cancer protective mechanisms apart from melanin. One possible explanation involves 
MC1R variants, which have been shown to confer an increased risk of melanoma and non-melanoma skin can-
cers, independently of skin pigment (including red hair phenotype)70. The increased expression of transcripts 
which are associated with nucleotide metabolism and DNA repair in our dataset might present another previ-
ously uncharacterized mechanism leading to higher cancer protection afforded by skin with high UV tolerance. 
The detailed characterization of these biological pathways and the analysis of their clinical significance will be 
important aspects for future studies.

Taken together, our analyses demonstrate the benefit of using multi-omics integration for elucidating complex 
and diverse responses by disentangling inter-individual variation caused by insufficiently precise subject group-
ings, such as Fitzpatrick phototypes. The presented data illuminates the diverse and interconnected impacts of 
repetitive UV irradiation on both transcriptomic and epigenetic patterning in the human skin and provides new 
insights on protective mechanisms of subjects with high innate UV resilience, that might have further-reaching 
implications for UV-induced carcinogenesis.

Material and methods
Recruiting. 32 healthy female Caucasian subjects belonging to Fitzpatrick phototypes 1–4 were recruited, 
with twelve subjects belonging to phototype 1 + 2, ten to phototype 3 and ten to phototype 4. Subjects were 
aged between 30 and 65 years, with homogenous age distributions in each phototype group. Similar to previous 
 studies71, exclusion criteria included tattoos or scars in the test area, pigmentation disorders, pregnancy and 
medication such as anti-histamines or anti-inflammatory drugs within two weeks prior to study start. A detailed 
listing of exclusion criteria can be found in the Supplementary information.

Minimal erythema dose determination. Minimal erythema dose (MED) estimation is a quantitative 
method to report the amount of UV (particularly UVB) needed to induce sunburn in the skin 24–48 h after 
exposure, by determining erythema (redness) and edema (swelling) as endpoints. Individual MED was deter-
mined for every subject on the first day of the study following the protocols described in DIN EN ISO  2444413.

Repetitive irradiation of test sites and sampling. The study sites were located in a sun-protected area 
on the subjects’ lower backs and were randomly split into control and test areas. On the second day of the study, 
the first irradiation of the test sites was performed using a SOL 500 full spectrum solar simulator (Hönle UV 
Technology). Intensities were chosen individually to reach 0.9 MED for all subjects or in other words 90% of 
the required minimal dose causing erythema in a given test subject. Irradiation to 0.9 MED was repeated in the 
same manner on the third day and once again on the fourth day of the study, leading to a cumulative irradiation 
of all test sites three times. On the fifth day of the study and 24 h after the last irradiation session of each subject, 
epidermal samples were taken using the suction blister method, as previously  described72. For each subject, two 
suction blister roofs of 7 mm diameter were extracted from both control and test sites, one of each to be used to 
extract RNA for sequencing, the other to extract DNA for the DNA methylation analysis. This amounted to four 
suction blister roofs extracted per subject and a total of 128 samples.
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Nucleic acid extraction. Nucleic acid extraction was performed as previously  described71. Tissue samples 
were suspended in the respective lysis buffers for DNA or RNA extraction and homogenized using an MM 301 
bead mill (Retsch). DNA was then extracted using the QIAamp DNA Investigator Kit (Qiagen) according to 
manufacturer’s instructions. RNA was extracted using the RNeasy Fibrous Tissue Mini Kit (Qiagen) according 
to manufacturer’s instructions.

Transcriptome sequencing. Transcriptome libraries were prepared using TruSeq Library Prep Kit (Illu-
mina) and sequencing was performed at 1 × 50 bp on Illumina’s HiSeq system to a final sequencing depth of 
approximately 100 million reads per sample. Sequencing data was processed using a pipeline including Fastqc 
v0.11.773 for quality control, Trimmomatic v0.3674 for quality based read trimming and Salmon v0.8.175 for 
read mapping and quantification of transcript expression in the form of read counts and transcripts per million 
(TPM).

Differential expression analysis. Differential gene expression analysis was performed based on the quan-
tified read counts in R v3.6.176 using  DESeq277. Linear models were fitted using a paired design matrix to account 
for inter-individual variation unrelated to the irradiation treatment. Genes were considered significantly dif-
ferentially regulated with FDR < 0.05 after multiple testing adjustment by the Benjamini–Hochberg procedure.

Array based methylation profiling. Methylation profiling was performed using Infinium Methylatio-
nEPIC arrays (Illumina)76. Methylation data was processed using the minfi  package78 in R. Normalization was 
carried out using the functional normalization  method79, which makes use of internal control probes present 
on the array to infer and correct for technical variation between arrays. Subsequent analyses used M values to 
describe CpG methylation levels, as their approximate homoscedasticity renders them superior for statistical 
testing compared to Beta  values80.

Differential methylation analysis. Differential CpG methylation analysis was performed in R using 
 limma81. Linear models were fitted using a paired design matrix to account for inter-individual variation unre-
lated to the irradiation treatment. CpGs were considered significantly differentially methylated with FDR < 0.05 
after multiple testing adjustment by the Benjamini–Hochberg procedure. To compare DNA methylation pat-
terns with those previously described in chronically sun-exposed skin and cancer, we used lists of the respec-
tive genomic regions and their methylation status in photoaged  skin17 and different types of  cancer22, which 
were available from the Supplementary information. The originally reported methylation changes within these 
regions were then compared to the average difference in methylation of all significantly differentially methylated 
CpGs (FDR < 0.05) annotated to the respective genomic regions in our data, allowing for a region-wise compari-
son of differential methylation.

Gene expression and methylation overlap and correlation analysis. For the calculation of overlap 
between genes and CpGs, only differentially expressed genes with absolute log2 fold-changes above 0.5 with at 
least three differentially methylated CpGs with absolute log2 fold-changes above 0.2 were considered, in order 
to uncover the most reliably differentially expressed and methylated genes. Pearson’s correlation coefficients of 
gene-CpG pairs were calculated as the sum of all gene transcripts for a given gene correlated with the mean of all 
CpGs belonging to a functionally annotated group (i.e. all enhancer CpGs) annotated to a given gene. Annota-
tions such enhancer status, location in transcription start sites or within exons were extracted from the official 
manifest files for the Infinium MethylationEPIC array provided by Illumina via their website. Significance was 
assessed using linear models in R, with p-values being adjusted for multiple testing using the Benjamini–Hoch-
berg procedure.

Protein–protein-interaction analysis. Information on protein–protein-interactions (PPI) retrieved 
from the  STRING25 database, accessed through the STRINGdb  package25 in R. PPI information was retrieved 
for all differentially expressed genes (FDR < 0.05) with absolute log2 fold-changes above 0.7 with at least three 
differentially methylated CpGs (FDR < 0.05) with absolute log2 fold-changes above 0.5. The interaction query 
was performed using the standard combined interaction score threshold of 400. The resulting network was 
refined using in R using  igraph82 by retaining only the top 20% of the most reliable edges based on the combined 
interaction score, with nodes disconnected from the core network being trimmed in the process. The resulting 
PPI-network was then visualized using  igraph82.

GO term enrichment analysis. Enrichment analyses were performed using the z-score  method83 as 
implemented in the GSVA R  package84, applied to the log2 transformed TPMs. GO term gene  sets85 were down-
loaded originated from the Molecular Signatures Database v6.286 and included all three sub-ontologies: biologi-
cal processes (BP), molecular functions (MF) and cellular compartments (CC).

MED regression models. Lasso regression  models87 for the prediction of MED were built in R using the 
implementation provided in the glmnet  package88 and interfaced using the machine learning framework  mlr89. 
As lasso regression models perform automatic feature weighting by regularizing the absolute magnitude of coef-
ficients, the models were trained on the full datasets, forgoing the necessity of prior feature selection. Further-
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more, data from both control and irradiated samples was included in the training process, in order to allow accu-
rate predictions irrespective of previous UV or sun exposure of a given sample. Model predictions and accuracy 
scores were extracted from tenfold cross-validation to avoid overfitting and derive unbiased predictions and 
estimates for the quality of model fit. Metrics used for judging model performance were median absolute error 
(MAE), as well as the Pearson correlation coefficient (r) and the coefficient of determination  (R2).

Similarity network fusion and clustering. After a filtering step, removing features which showed little 
correlation to MED and reducing feature matrices to 10% of their original size, gene expression (log2 trans-
formed TPMs) and CpG methylation data (M values) from irradiated samples were integrated via similarity net-
work fusion as previously  described45 using parameter settings of k = 10(number of neighbors), t = 20 (number 
of iterations) and alpha = 0.5 (hyperparameter). Clustering on the fused network was then performed via spec-
tral clustering as previously  described45. Measures used for the selection of cluster numbers were the eigen-gap 
statistic and rotation cost as proposed in the original method  description45.

Pathway predictivity analysis. Pathway predictivity analysis was performed using GO term gene  sets85 
downloaded from the Molecular Signatures Database v6.286. The pathway models were based on the support 
vector machine (SVM) implementation from the e1071 R  package90, interfaced via the  mlr89 machine learn-
ing framework. The models were trained by restricting the expression data (log2 transformed TPMs) to that of 
genes annotated within a given pathway and trained to predict sample irradiation status (control or irradiated to 
0.9 MED) stratified by molecular phototype. The SVMs used the radial basis function kernel with hyperparam-
eters set to gamma =

1

sizeofgeneset and C = 1 . Accuracy of prediction was derived from 5 × 5-fold repeated cross-
validation for each pathway model, giving insight on how well genes within the gene set allow a discrimination 
between UV irradiated and control samples while controlling for overfitting, and used as a measure of predictiv-
ity of the respective pathway to irradiation status.

Profiling of cyclobutane pyrimidine dimers (CPDs). CPD concentrations were determined using the 
OxiSelect UV-Induced DNA Damage ELISA Kit (Cell Biolabs) according to the manufacturer’s instructions.

General data analysis and visualization. Data analysis in R further included the usage of the package 
data.table91 and  dplyr92 for diverse data handling tasks, as well as the packages  ggplot293,  ggpubr94,  circlize95, and 
 pheatmap96 for visualization. Mapping and annotation of gene identifiers was performed using the  biomaRt97 
and org.Hs.eg.db98 packages, utilizing the GRCh37 (hg19) human genome build.

Ethics. The study was performed in agreement with the recommendations of the Declaration of Helsinki and 
all test subjects provided written, informed consent. Approval of the study protocol was granted by the Ethics 
Committee of the University of Freiburg (study code 016/1672).

Data availability
Data generated within this study has been deposited online at ArrayExpress, under the accessions E-MTAB-9251 
and E-MTAB-9249.
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